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Abstract. Recent approaches in emotional causal reasoning leverage Retrieval-

Augmented Generation (RAG) and multimodal fusion to enhance the accuracy 

of large language models (LLMs) in analyzing emotions. As a critical cognitive 

process for understanding, inferring and predicting the antecedents and conse-

quences of emotional states, emotional causal reasoning primarily involves two 

components: emotional understanding and causal inference. However, LLMs 

face two key challenges in analyzing emotional causality: (1) the inability to pro-

cess ultra-long texts due to input length constraints, and (2) insufficient capability 

to track emotional dynamics in dialogues. To address these limitations, we pro-

pose the Emotion Traceability Analysis Framework (ETAF), which employs 

RAG-based keyword retrieval to extract critical events from dialogues and dy-

namically segments conversations according to event progression, enabling 

LLMs to comprehend contextualized events holistically. In addition, we integrate 

character analysis and variation correction modules to improve the precision of 

the model in tracking emotional causal chains between characters and refining 

the interpretation of emotional shifts. Experimental results on the ATLAS-6 da-

taset demonstrate that our framework improves the performance of GLM-4-air 

by 17.79%, outperforming DeepSeek-R1(origin) by 6.49% and achieving state-

of-the-art results. 

Keywords: Emotional Causal Reasoning, Large Language Models, Retrieval-

Augmented Generation, Emotion Traceability. 

1 Introduction 

Emotion constitutes a core component of human cognition and social interaction. In 

everyday contexts, emotional expressions conveyed through language exhibit signifi-

cant complexity, particularly in lengthy texts. While progress has been made in emotion 

recognition using large language models (LLMs), current approaches predominantly 

focus on static, discrete emotion classification while neglecting the exploration of tem-

poral evolution and causal relationships in emotions—specifically, the analysis of emo-

tional chains [14]. Although works like CausEmotion have employed Retrieval-Aug-

mented Generation (RAG) and multimodal methods to investigate emotional shifts, 
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achieving notable advancements, emotion recognition remains a challenging frontier in 

AI research [21]. 

Three critical challenges persist in emotion-aware causal reasoning. First, the com-

plexity of emotional causality significantly surpasses that of general causal inference, 

as emotions are inherently volatile and prone to external influences, frequently intro-

ducing analytical inaccuracies [10][18]. Second, tracking dynamic emotional shifts in 

extended conversations remains problematic—while such dialogues typically feature 

intricate emotional transitions, current LLMs exhibit limited capacity to interpret these 

evolving dynamics or reconstruct the contextual "flow" of emotions across sequential 

events [15][16][21]. Third, attribution ambiguity arises from the tendency of the models 

to conflate different emotional triggers, generating misattribution errors that obscure 

the context of the event and hinder precise causal reasoning [9][20]. 

Despite their robust linguistic capabilities, LLMs exhibit notable limitations in emo-

tional chain analysis: they tend to mistake statistical correlations for causal relation-

ships [12][19]; inadequately model temporal dependencies in emotional transitions 

[2][18]; and face difficulties integrating individual differences and cultural background 

information [7][13]. Furthermore, existing models often treat emotions as discrete la-

bels rather than structured psychological states with internal logic, overlooking the mu-

tual influences and transformation patterns between emotions.  

To address these issues, we propose an Emotion Traceability Analysis Framework 

(ETAF). This framework extracts keywords from extended dialogues to retrieve criti-

cal events, employs dynamic segmentation to enhance LLMs' awareness of emotional 

flows within events, and incorporates character role analysis to trace the causal evolu-

tion of emotional changes. 

2 Related work 

In emotion analysis research, the emotion six-tuple framework established by Zhang et 

al. effectively analyzes emotions in dialogues [21]. Majumder et al. develop the Dia-

logueRNN model, which captures emotional interactions between dialogue participants 

by tracking their emotional states [13]. 

Recent research focuses on understanding the causal mechanisms behind emotions. 

Chen et al. introduce the emotion reasoning task, which aims to infer emotional causes 

from narrative texts [3]. Huang et al. propose the causal emotion entailment task de-

signed to identify utterances that trigger specific emotions in dialogues [6]. Poria et al. 

enhance emotion cause prediction accuracy by incorporating commonsense knowledge 

and constructing knowledge-enhanced dialogue graphs [17]. 

The application of large language models (LLMs) to emotion analysis presents both 

opportunities and challenges. Poria et al. utilize chain-of-thought prompting to guide 

LLMs in analyzing dialogue emotions, though reasoning errors persist. Huang gener-

ates Emotion Reasoning Chains (ERC) that require supervised learning to correct out-

put inconsistencies. 
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Fig. 1. The Emotion Causal Analysis Framework illustrates the three-module architecture for 

emotional causality reasoning in dialogues. The Event Analysis module (left), Character Analysis 

module (top right), Post-processing module (bottom). The diamond shape represents the valida-

tion checkpoint. 

In evaluating GPT's emotion recognition capabilities, Laban et al. identifies limita-

tions in analyzing dynamic emotion transfer due to context constraints [8]. The 

CausEmotion-1 framework by Zhang et al.[21] incorporates RAG and multimodal fu-

sion techniques but its limitations include lengthy dialogues and complex emotional 

logic. 

3 Methodology 

3.1 Framework Design 

The emotion causal analysis framework first extracts key information from long dia-

logues using event retrieval, then employs large language models to construct character 

roles and build complete emotion causal chains. Fig. 1 presents an overview of our 

approach, illustrating the interconnections between different components of the system. 

The framework begins by segmenting the input dialogue and detecting event bounda-

ries as described in Section 3.2. These detection results create a structured representa-

tion of the dialogue flow, identifying critical transition points where emotional states 

may change. Subsequently, these results are provided to large language models to con-

struct dialogue participants' role positioning and relationship networks, as detailed in 

Section 3.3. This enables a richer understanding of the social dynamics that influence 

emotional expressions and reactions within the dialogue. The core of our method in-

volves logical detection and optimization of the constructed results, with detailed in-

formation presented in Section 3.4.  



3.2 Event Analysis Module 

The event analysis module focuses on precise identification of dialogue event bounda-

ries by integrating semantic change detection, role interaction analysis, and topic tran-

sition recognition into a multi-strategy fusion boundary detection approach. 

Semantic Change Detection For a given dialogue text set 𝐷 = {𝑢1, 𝑢2, … }, where 𝑢𝑖 

represents the i-th utterance, the system first utilizes an embedding model to calculate 

the vector representation for each utterance 𝑒𝑖 = 𝑓(𝑢𝑖).  Subsequently, a sliding win-

dow compares the semantic similarity between adjacent segments to compute semantic 

change scores, allowing us to detect significant shifts in the dialogue's semantic content. 

ΔS(i) = 1 −
∑ ej

i−1
j=i−w ⋅ ∑ ej

i+w−1
j=i

| ∑ ej|
i−1
j=i−w ⋅ | ∑ ej|

i+w−1
j=i

, (1) 

whereΔS(i) represents the semantic change score at position i; 𝑒𝑗  is the embedding 

vector of the j-th utterance, and w is the sliding window size that determines how many 

utterances are considered in each segment. The dot product in the numerator captures 

the alignment between the semantic content of adjacent windows, while the denomina-

tors normalize for the magnitude of the pooled embedding vectors. | ⋅ | denotes the Eu-

clidean norm of the vector. 

Role Interaction Change Analysis This analysis focuses on transitions in interaction 

patterns between dialogue participants and changes in interaction roles.  

We use Jensen-Shannon Divergence (JSD) to calculate the difference in interaction 

patterns between the previous and subsequent windows, by means of the interaction 

change score, i.e., 

Δ𝑅(𝑖) = JSD(𝑃before(𝑖), 𝑃after(𝑖)), (2) 

where Δ𝑅(𝑖) represents the role interaction change score at position i, JSD denotes 

Jensen-Shannon divergence, and 𝑃𝑏𝑒𝑓𝑜𝑟𝑒(𝑖) and 𝑃𝑎𝑓𝑡𝑒𝑟(𝑖) represent the role interaction 

probability distributions in the windows before and after position i. 
The interaction probability distribution at position i is calculated by normalizing the 

interaction frequency matrix for the corresponding window: 

𝑃before/after(𝑖)(𝑗, 𝑘) =
𝑚𝑗𝑘

before/after

∑ 𝑚
𝑗′𝑘′
before/after

𝑗′,𝑘′∈𝑃

 , (3) 

where 𝑚𝑗𝑘
𝑏𝑒𝑓𝑜𝑟𝑒

 and mjk
after represent the number of interactions between role 𝑗 and role 

𝑘 in the windows [𝑖 − 𝑤, 𝑖 − 1] and [𝑖, 𝑖 + 𝑤 − 1], respectively.  

Topic Change Detection This component focuses on analyzing topic changes in dia-

logue content, locating event boundaries by identifying significant transitions in dis-

cussion topics. Topic transitions frequently trigger emotional responses as participants 

react to new information or shifts in conversational focus. We employ the Dirichlet 

process mixture model to uncover latent topics in the dialogue and calculate topic dis-

tribution change scores. 

The topic distribution vectors are calculated using the Gibbs sampling update for-

mula from the Latent Dirichlet Allocation (LDA) model, computing the probability of 

words being assigned to corresponding topics: 
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𝑝(𝑧𝑖,𝑗 = 𝑘|𝒛−(𝑖,𝑗), 𝒘) ∝
𝑛𝑗,−(𝑖,𝑗)

(𝑘)
+ 𝛼𝑘

𝑛𝑗,−(𝑖,𝑗) + ∑ 𝛼𝑘′
𝐾
𝑘′=1

⋅
𝑛−(𝑖,𝑗),𝑤𝑖,𝑗

(𝑘)
+ 𝛽𝑤𝑖,𝑗

𝑛
−(𝑖,𝑗)
(𝑘)

+ ∑ 𝛽𝑣
𝑉
𝑣=1

, (4) 

where 𝑝 represents the conditional probability that the 𝑖-th word in the 𝑗-th window is 

assigned to topic 𝑘, given all other topic assignments and all observed words; 𝑧𝑖𝑗  de-

notes the topic of the 𝑖-th word in window 𝑗, 𝑧−(𝑖,𝑗) represents all topic assignments 

except this one, w represents the observed words, 𝑛𝑗,−(𝑖,𝑗)
(𝑘)

 is the number of words in 

window 𝑗 assigned to topic 𝑘 (excluding the current word), 𝑛−(𝑖,𝑗),𝑤𝑖,𝑗

(𝑘)
 is the number of 

times word 𝑤𝑖,𝑗 is assigned to topic 𝑘 (excluding the current instance), and 𝛼 and 𝛽 are 

Dirichlet prior parameters that control the smoothing of topic and word distributions, 

respectively. 

Multi-strategy Fusion Boundary Detection To improve the accuracy and robustness 

of event boundary detection, we propose a multi-strategy fusion method, which com-

prehensively utilizes the change boundary nodes 𝐵𝑠𝑒𝑚 , 𝐵𝑟𝑜𝑙𝑒  and 𝐵𝑡𝑜𝑝𝑖𝑐 of the above 

three dimensions (sentiment, topic and role) of analysis, i.e., 

𝑆𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦(𝑖) = 𝑤𝑠𝑒𝑚 ⋅ 𝐼(𝑖 ∈ 𝐵𝑠𝑒𝑚) + 𝑤𝑡𝑜𝑝𝑖𝑐 ⋅ 𝐼(𝑖 ∈ 𝐵𝑡𝑜𝑝𝑖𝑐) + 𝑤𝑟𝑜𝑙𝑒 ⋅ 𝐼(𝑖 ∈ 𝐵𝑟𝑜𝑙𝑒), (5) 

where 𝑆𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦(𝑖) represents the comprehensive boundary score at position 𝑖, 𝐼(⋅) is 

an indicator function that returns 1 when the condition is true and 0 otherwise, and 

𝑤𝑠𝑒𝑚 , 𝑤𝑡𝑜𝑝𝑖𝑐 , and 𝑤𝑟𝑜𝑙𝑒  represent the weights for each detection method. 

When the boundary score exceeds the threshold (𝑆𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦(𝑖)  >  τ𝐵), position 𝑖 is 

defined as an event boundary. Since dialogue events typically occur within a certain 

range of sizes, we perform post-processing analysis after dialogue segmentation to han-

dle cases where events are too large or too small. We set maximum (max) and minimum 

(min) event size thresholds, removing boundaries with lower scores when event length 

is less than min, and further analyzing events exceeding the maximum size by selecting 

one or more intermediate boundary points with the highest boundary scores. 
𝐵𝑓𝑖𝑛𝑎𝑙 = {𝑖|𝑆𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦(𝑖) > 𝜏_𝐵, 1 ≤ 𝑖 ≤ 𝑛 − 1}. (6) 

The final set 𝐵𝑓𝑖𝑛𝑎𝑙  represents the optimized event boundaries. 

3.3 Character Analysis Module 

The character analysis module builds upon the event segmentation provided by the 

event analysis module, focusing on role positioning of dialogue participants, relation-

ship network construction, and emotion tracking. 

Character Relationship Recognition To construct character relationships in dia-

logues, we quantify interaction patterns between participants to structure the character 

relationship network.  We first analyze speakers in the dialogue, extract all speaker IDs, 

and construct an initial character set 𝑃 = {𝑝𝑒𝑟1, … , 𝑝𝑒𝑟𝑚} , where 𝑚  represents the 

number of speakers. We then analyze character relationships along three dimensions: 

interaction frequency, linguistic features, and topic preferences. 

Interaction Frequency We calculate character interactions and volume relationships 

to construct a complete interaction frequency matrix for the dialogue. The interaction 

frequency is calculated as: 



𝑓𝑗𝑘 = ∑ 𝐼(Holder𝑡 = 𝑗 ∧ Target𝑡 = 𝑘)

𝑛

𝑡=1

+ λ ∑ 𝐼(Holder𝑡 = 𝑗 ∧ Mention𝑡(𝑘))

𝑛

𝑡=1

. (7) 

Here, Holder𝑡  and Target𝑡  represent the speaker and target object in round 𝑡 of the di-

alogue, Mention𝑡(𝑘) indicates whether character 𝑘 is mentioned in round 𝑡 of the dia-

logue, and λ is the mention weight coefficient that determines the relative importance 

of direct interactions versus mentions. 

Relationship Types Based on the interaction frequency matrix, we define additional 

metrics to characterize the nature of relationships between characters: Relationship In-

tensity (RI) and Asymmetry Index (AI). 

𝑅𝐼𝑗𝑘 =
𝑓𝑗𝑘 + 𝑓𝑘𝑗

∑ 𝑓𝑎𝑏𝑎,𝑏

⋅ 𝑚2, 𝐴𝐼𝑗𝑘 =
|𝑓𝑗𝑘 − 𝑓𝑘𝑗|

𝑓𝑗𝑘 + 𝑓𝑘𝑗

. (8) 

𝑅𝐼𝑗𝑘 represents the relative strength of the relationship between characters 𝑗 and 𝑘, nor-

malized by the total interaction volume in the dialogue and multiplied by 𝑚2 to adjust 

to a reasonable range ([0~1]). Higher values indicate stronger connections between 

characters. 𝐴𝐼𝑗𝑘 represents the degree of asymmetry in interactions, with values closer 

to 0 indicating balanced relationships and values closer to 1 indicating highly unbal-

anced relationships where one character dominates the interaction. 

Character Roles We calculate three centrality indices that capture different aspects 

of a character's position in the social network: Degree Centrality (DC), Betweenness 

Centrality (BC), and Eigenvector Centrality (EC): 

𝐷𝐶(𝑗) = ∑ 𝐼(𝑓𝑗𝑘 + 𝑓𝑘𝑗 > 0)

𝑘≠𝑗

, 𝐵𝐶(𝑗) = ∑
σ𝑠𝑡(𝑗)

σ𝑠𝑡
𝑠≠𝑗≠𝑡

, 𝐸𝐶(𝑖) =
1

λ
∑ 𝑎𝑖𝑗

𝑗

⋅ 𝐸𝐶(𝑗)(9)  

where σ𝑠𝑡  is the number of shortest paths from character 𝑠 to character 𝑡 on the inter-

action graph, and σ𝑠𝑡(𝑗) is the number of paths that pass-through character 𝑗. λ is the 

eigenvector, and F is the largest interaction matrix, EC is the eigenvector centrality of 

node i, and 𝐸𝐶 = [𝐸𝐶1, 𝐸𝐶2, … , 𝐸𝐶𝑛]. 𝐸𝐶𝑖 is the first element in the eigenvector cen-

trality vector. 𝑎𝑖𝑗  represents the connection strength.  

Emotion Tracking and State Transitions. The system analyzes each person's emo-

tional trajectory across events to construct emotional state sequences. For each charac-

ter 𝑝 in event 𝑣, we construct an emotional state sequence 𝐸𝑝
𝑣 = {𝑒1, … , 𝑒𝑘}, where each 

emotion 𝑒𝑖 includes three key attributes: 

- State type: 𝑠𝑖 ∈ 𝑠 = {𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒, 𝑛𝑒𝑢𝑡𝑟𝑎𝑙, 𝑎𝑚𝑏𝑖𝑔𝑢𝑜𝑢𝑠, 𝑑𝑜𝑢𝑏𝑡} , repre-

senting the valence of the emotional state 

- Change reason: 𝑟𝑖, textual description of the reason for the emotion change, provid-

ing a causal explanation 

- Influence source: 𝑠𝑟𝑐𝑖, the object or event causing the emotional change, identify-

ing the trigger 

When we assign change reasons 𝑟𝑖 to each emotional state 𝑒𝑖, we systematically con-

sider three key factors: the previous state (𝑠𝑖−1), the current state (𝑠𝑖), and contextual 

information from the relationship network (𝐺𝑅), as well as two main factors: the utter-

ance triggering the current emotion (𝑢𝑖) and the set of historical emotional states (𝐻𝑖). 

The cause of emotional change is the combined effect of these five factors, calculated 

through a reasoning function R: 
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𝑟𝑖 = 𝑅(𝑠𝑖−1, 𝑠𝑖 , 𝐺𝑅 , 𝑢𝑖, 𝐻𝑖). (10) 

This function generates a natural language explanation of the emotional transition, iden-

tifying key triggers and contextual factors that contributed to the change. 

3.4 Post-processing Module 

The post-processing module integrates the results of event analysis and character anal-

ysis, preliminarily constructs complete emotional causal chains, and performs logical 

detection and optimization.  

Initial Causal Chain Detection Our constructed emotional causal chains adopt a 

hierarchical structure, organized into three levels according to the logical combination 

of characters, events, and emotions.  

𝐶 = {(𝑝1, 𝐸1), (𝑝2, 𝐸2), … , (𝑝𝑚, 𝐸𝑚)}, (11) 

where 𝐶 represents the complete emotion causal chain; 𝑝𝑖  represents the 𝑖-th character; 

𝐸𝑖  represents the set of events in which character 𝑝𝑖  participates, defined as 𝐸𝑖 =

{(𝑣𝑖
1 , 𝑆𝑖

1), (𝑣𝑖
2, 𝑆𝑖

2), … , (𝑣𝑖
𝑛𝑖 , 𝑆𝑖

𝑛𝑖)}; 𝑣𝑖
𝑗
 represents the i-th person in 𝑗-th event descrip-

tion; 𝑆𝑖
𝑗
 represents the emotion sequence of character 𝑝𝑖  in event 𝑣𝑖

𝑗
, defined as 𝑆𝑖

𝑗
=

{(𝑠𝑖
𝑗,1

, 𝑟𝑖
𝑗,1

, 𝑠𝑟𝑐𝑖
𝑗,1

), … , (𝑠
𝑖

𝑗,𝑘𝑗
, 𝑟

𝑖

𝑗,𝑘𝑗
, 𝑠𝑟𝑐

𝑖

𝑗,𝑘𝑗
)} ; 𝑠𝑖

𝑗,𝑘
, 𝑟𝑖

𝑗,𝑘
, 𝑠𝑟𝑐𝑖

𝑗,𝑘
 respectively represent 

emotion state, change reason and influence source. 

The post-processing module validates the logical consistency and psychological 

reasonability of the generated emotional causal chains. If inconsistencies are detected, 

the system returns to the beginning of the emotion chain construction process. 

4 Experiments 

Dataset and Experimental Setup 

Dataset We conduct experiments on the ATLAS-6 dataset, which consists of long-form 

dialogues annotated with emotion six-tuples [12]. Each annotation includes target, as-

pect, opinion, rationale, holder, and sentiment information. To minimize the impact of 

large language model errors and hallucinations, we randomly sample 100 dialogues 

from ATLAS-6 and perform repeated tests, reporting average results to ensure gener-

alizability. 

Experimental Details In our experiments, we employ multiple large language models, 

including Qwen-7B [1], GLM-4-Plus [4], GLM-4-Air [4], and DeepSeek-V3 [11], with 

DeepSeek-R1 [5] serving as the baseline. To simulate real-world usage conditions, we 

set the temperature parameter to 0.3 across all models. For event boundary detection, 

we pre-configure the event threshold and event matching threshold to 0.3. For evalua-

tion purposes, we utilize Embedding-3 as the embedding model and DeepSeek-R1 as 

the judge model. 

Evaluation Metrics To comprehensively assess the correctness of emotion causal 

chains predicted by large language models, we adopt the following four evaluation met-

rics: SA, SIA, RCEM, RCLLM. 



SA =
1

𝑁
∑ 𝐼(𝑆𝑝𝑖 = 𝑆𝑡𝑖)

𝑁

𝑖=1

, SIA =
1

𝑁
∑ 𝐼(𝐼𝐷𝑝𝑖

= 𝐼𝐷𝑡𝑖
)

𝑁

𝑖=1

, 

𝑅𝐶𝐸𝑀 =
1

𝑁
∑ 𝑐𝑜𝑠 (𝐸(𝑟𝑔), 𝐸(𝑟𝑝))

𝑁

𝑖=1

, 𝑅𝐶𝐿𝐿𝑀 =
1

𝑁
∑ 𝐼𝐿𝐿𝑀(𝑟𝑔, rp)

𝑁

𝑖=1

, 

where 𝐼(·) is the indicator function, N is the count of dialogs, 𝑆𝑝𝑖  𝑎𝑛𝑑 𝑆𝑡𝑖 is the i-th 

predict state and true state. 𝐼𝐷𝑝𝑖  𝑎𝑛𝑑 𝐼𝐷𝑡𝑖  is the source id of i-th dialogs. 𝐸(·) is the 

embedding function, 𝑟𝑔  𝑎𝑛𝑑 𝑟𝑝 is the true reason and predict reason, 𝐼𝐿𝐿𝑀(·) is a binary 

judgment function based on a large language model.  

4.1 Main Experimental Results 

Baseline Comparison Table. 1 below and Fig. 2 present the performance of different 

large language models on the ATLAS-6 dataset across our four evaluation metrics.  

The results demonstrate that our framework significantly improves performance 

across all metrics. Particularly noteworthy is the improvement observed with GLM-4-

Air, where the average score increases from 45.29 to 63.08, with a remarkable 27.91 

point improvement in the RCLLM metric. Compared to the baseline (DeepSeek-R1) 

average score of 56.59, our approach achieves a 6.49 point improvement. 

4.2 Ablation Studies 

To validate the effectiveness of each component in our proposed framework, we con-

duct a series of ablation studies on the ATLAS-6 dataset. In all experiments, we use 

GLM-4-Air as the base model and progressively add different functional modules to 

evaluate each component's contribution. 

Component Effectiveness Analysis We systematically examine the three main com-

ponents of our framework: RAG event segmentation, character analysis, and post-pro-

cessing. Table. 2 below presents the results of these experiments. 

The Event Analysis + Emotional Chain Post-processing combination (f) demonstrates 

superior overall performance (avg: 61.16, +15.87), with exceptional improvement in 

SA (88.40, +25.48). This combination significantly enhances the model's ability to un-

derstand emotional expressions. Character Analysis +  Emotional Chain Post-pro-

cessing (g) achieves outstanding results in SIA (65.21, +25.77), confirming its effec-

tiveness for identifying emotional subject-object relationships. All configurations, in-

cluding the Emotional Chain Post-processing module, show substantial improvements, 

while those relying solely on Event Analysis (b) or Event + Character Analysis (e) show 

performance decreases in SA (-9.80 and -13.91). This indicates that event segmentation 

without emotional context may impair sentiment understanding. 
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Table 1. LLM Performance Comparison: OnlyLLM vs. ETAF Framework. 

 

These findings establish Emotional Chain Post-processing as the critical component in 

our framework, functioning most effectively when paired with complementary analyt-

ical modules for specific tasks. 

4.3 Comparison with State-of-the-Art Methods  

To comprehensively evaluate our proposed framework, we compare it with existing 

state-of-the-art methods for emotion causal chain analysis.  

The ETAF framework employs a three-tier architecture with event, character, and 

post-processing modules. The event module detects dialog emotional shifts via multi-

feature analysis, while the character module maps relationship networks. The post-pro-

cessor integrates these outputs and ensures logical consistency. 

In contrast, CauseMotion focuses on six-tuple recognition using RAG and audio fea-

tures, prioritizing element identification over emotional progression analysis. 

Experiments show ETAF achieves 59.82 on ATLAS-6, outperforming CauseMotion 

(57.4) by 2.42 points. ETAF's strength lies in holistic emotional trajectory understand-

ing and relational analysis, enabling superior emotional causality modeling. This ad-

vancement enhances intelligent systems' capacity to interpret complex affective pro-

cesses. 



 

Fig. 2. Model Performance Comparison: Original vs ETAF Framework. The bar chart illustrates 

the performance of different models (DeepSeek-r1, DeepSeek-v3, Qwen2.5-7B-Instruct, GLM-

4-Plus, and GLM-4-Air) across four evaluation metrics (SA, SIA, RCLLM, and RCEM) and their 

average (AVG). 

Table 2. Ablation Study Results: Performance Metrics of Different Module Configurations. 

 

5 Conclusions 

In this work, we propose a novel Emotion Traceability Analysis Framework for emo-

tional causal reasoning, which aims to address the limitations of current LLMs in pro-

cessing ultra-long texts and tracking emotional dynamics in dialogues. This framework 

integrates multi-strategy event boundary detection, character relationship analysis, and 

emotion state tracking to enhance the accuracy of emotion causal chains. The core of 

our method is the multi-dimensional approach, which is achieved by event 
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segmentation, character role positioning, and hierarchical causal chain validation to ac-

curately capture emotional transitions and their underlying causes. Experimental results 

on the ATLAS-6 dataset demonstrate that our framework improves the performance of 

GLM-4-air significantly, outperforming state-of-the-art models like DeepSeek-R1/V3, 

and ablation studies confirm the effectiveness of each component in our proposed 

framework.  
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