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Abstract. Video action recognition technology provides technical support for au-

tomated monitoring and event early warning, liberating human resources, pre-

venting anomalies in advance, and handling events more promptly. However, the 

issue of user privacy leakage is also a growing concern. This paper discusses how 

to conduct action recognition while protecting privacy, proposing a generative 

adversarial network architecture that combines a multi-scale feature fusion gen-

erator with a spatiotemporal consistency discriminator. The network continu-

ously enhances its capabilities through adversarial training strategies to protect 

facial privacy in videos. This network extracts features at different levels in the 

video through a multi-scale feature fusion mechanism so that the video after fa-

cial privacy protection still maintains a high degree of realism; at the same time, 

to ensure that the accuracy of action recognition is not compromised, the feature 

enhancement module is designed to enhance action features and inhibit the pri-

vacy features significantly; C3D is used as the action recognition model to accu-

rately recognize a variety of actions in the video, such as running, jumping, fall-

ing, realizing the action analysis of video content. In this paper, the proposed 

method is evaluated in terms of privacy protection level and action recognition 

performance. Experiments are conducted on three datasets, LFW, HMDB51, and 

Hollywood2, and the results show that this framework effectively protects per-

sonal information while maintaining high action recognition accuracy. 

Keywords: Multi-scale feature fusion, Facial privacy protection, Action recog-

nition, Feature enhancement. 



1 Introduction 

Public safety and other domains benefit from action recognition technology, which 

raises the bar for video surveillance intelligence. However, privacy leaks have become 

a major problem due to the widespread usage of monitoring equipment and greater 

awareness of personal security [1] [2]. We must deal with a significant issue: how to 

preserve user privacy while using action recognition without sacrificing functionality? 

Please note that the first paragraph of a section or subsection is not indented.  

The face is a crucial identifier and an important aspect of privacy protection among 

many other privacy concerns. The challenge with face de-identification, however, is 

that, while it is desirable to preserve the completeness and fluidity of action information 

to support action recognition tasks, the de-identified face must differ from the original 

face to prevent the disclosure of personal information. Finding a suitable technique to 

preserve data utility while appropriately de-identifying private information is therefore 

essential. 

In order to safeguard facial privacy, the majority of studies now use masking and 

blurring to alter the face region at the pixel level. This obscures the identifying infor-

mation but impairs the video's facial clarity and affects how the video is seen overall. 

Generative Adversarial Networks (GANs), which preserve anonymity by producing 

similar videos that are challenging for algorithms to identify as authentic, have received 

a lot of interest in recent years due to deep learning. Traditional GANs still have diffi-

culties in practical applications, though. For example, generated anonymous faces can 

have distorted facial characteristics and low visual quality, which could impair action 

recognition ability and decrease naturalness. 

This study develops a Privacy-Preserving Action Recognition Network (PARN) 

with three components based on the aforementioned issues: 1) MS-GAN, an adversarial 

learning architecture that guarantees the elimination of privacy-sensitive information 

from the original face. It is composed of a Spatiotemporal Consistency Discriminator 

(STC-Discriminator) and a Multi-Scale Feature Fusion Generator (MSFF-Generator). 

2) To enhance action recognition performance and make behavioral features more sa-

lient, a feature enhancement module is created. 3) After face anonymization, the action 

recognition module uses a 3D convolution network (C3D) to accurately recognize ac-

tion categories from videos. The idea explores efficient privacy protection without sac-

rificing recognition accuracy by taking into account temporal continuity and multi-scale 

properties. In summary,the contributions of this work are as follow: 

• Aiming at the problem that existing facial privacy preservation methods are de-

fective in security and realism, which often results in anonymized videos lacking 

aesthetic appeal and naturalness, the MS-GAN adversarial learning framework is 

designed. It consists of a Multi-Scale Feature Fusion Generator and a Temporal 

Consistency Discriminator. The generator adds a multi-scale feature fusion net-

work to generate more secure, realistic, and natural faces; the discriminator as-

sesses the authenticity and consistency of the generated videos. The respective 

capabilities are continuously improved through adversarial training strategies. 
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• Aiming at the problem that privacy-preserving methods affect the performance of 

action recognition, the Feature Enhancement Module (FEM) is proposed. This 

method introduces a dual attention mechanism and L2 regularization to reduce 

the weight of privacy-sensitive information while enhancing the weight of action 

features, aiding subsequent C3D modules in quickly pinpointing behavioral fea-

tures and improving recognition performance. 

2 Related Work 

2.1 Privacy Protection Methods 

In privacy preservation, scholars have conducted extensive research. Early methods like 

blurring [3] and masking [4] focused on pixel-level interference in facial areas. They 

were effective at concealing personal identity information, but they inevitably compro-

mised image clarity and video aesthetics, while also being susceptible to advanced im-

age restoration techniques and lacking in security. 

Data encryption is another effective method for privacy protection. There are now 

two different types of video encryption: one is full encryption, such as using DES [5] 

or AES [6] to encrypt the entire video stream, ensuring the security of video content, 

but action recognition is no longer possible. The other type is selective encryption, 

which only encrypts data that is sensitive to privacy. [7] proposes an encryption (de-

cryption) scheme for face regions based on spatial and numerical confusion. [8] devel-

oped an algorithm to locate and encrypt video regions of interest (ROI). [9] proposes 

real-time privacy protection in cloud computing environments, detecting moving tar-

gets while safeguarding data privacy. 

With the advancement of deep learning, Generative Adversarial Networks (GANs) 

have received widespread attention as a natural technique for synthesizing de-identified 

images or videos, significantly advancing facial privacy protection research. Training 

generators and discriminators generate images or videos with similar features but are 

hard to identify, protecting privacy by making it hard for algorithms to tell if they are 

real or not. In this process, researchers are currently concentrating on aspects like nat-

uralness, recognition utility, and security. A privacy-preserving GAN framework is 

proposed in [10] that adds new validator and moderator modules for facial de-identifi-

cation, balancing image quality and privacy protection. Blaz et al. [11] use GANs to 

synthesize de-identified faces based on the k-same algorithm. 

2.2 Action Recognition after Privacy Protection 

The goals of facial de-identification are privacy preservation and data utility. This paper 

aims to protect personal information through facial de-identification while still enabling 

reliable action recognition tasks. Action recognition has a long research history, over 

the past few years, CNN models have achieved remarkable success, including two-

stream CNNs and 3D convolution models for action classification. [12] proposed a two-

stream multi-twin CNN that learns to extract shared features from down-sampled low-



resolution videos and trains a transform-adaptive action classifier. Since the application 

of 3D CNNs in action recognition [13], variants of 3D CNNs [14] [15] transform 3D 

convolution, which learns both temporal and spatial features, into 2D convolution with 

space as a surface and 1D convolution with time as a line. Feichtenhofer et al. [16] 

designed a two-path network to learn spatiotemporal information, achieving good ac-

curacy in video recognition. Mekruksavanich et al. [17] proposed a video action recog-

nition method based on 3D convolution network, which can learn the spatio-temporal 

features directly from the original video data and significantly improve recognition ac-

curacy. Zheng et al. [18] achieved good detection results by training deep autoencoders 

to detect abnormal behaviors in videos. 

The above frameworks recognize targets or activities in low-quality videos but do 

involve privacy-preserving learning and evaluation. Recently, adversarial learning 

methods have emerged, better balancing privacy protection and action recognition. To 

address the above problem, Ren et al. [19] proposed an adversarial learning framework 

that involves a video anonymizer and a discriminator in adversarial training, along with 

multi-task learning with an action detector. The former processes the raw video to elim-

inate sensitive information while keeping the performance of action recognition as un-

affected as possible, while the latter utilizes Faster-RCNN [20] as a frame-level action 

detector for recognition from the anonymized video. This framework allows the two to 

enhance each other's performance during the learning process. The adversarial learning 

framework in [21] comprises anonymization, action recognition C3D, and privacy 

budget models. It addresses the issue of video quality degradation post-anonymization 

and enhances robustness against various attacking models through adversarial training 

and anonymization transformations. Liu et al. [22] refine the structure and parameters 

of deep learning models to mitigate the potential impact of privacy protection measures 

on video surveillance performance. Meanwhile, other research teams are developing 

new privacy-preserving algorithms that aim to enhance the efficiency of video surveil-

lance systems while rigorously protecting individual privacy. 

In summary, privacy-preserving has an extremely important role in action recogni-

tion, however, there are still many problems and challenges in the application process. 

1) Data encryption prevents information leakage but increases data processing com-

plexity and latency; 2) Due to the continuous temporal characteristics of the video data, 

it is difficult for traditional generative adversarial networks to ensure temporal coher-

ence and stability when generating privacy-protected videos, which may lead to unnat-

ural jumps and blurring of the generated videos visually; 3) Difficulty in balancing pri-

vacy protection and recognition accuracy：how to maintain accuracy and high effi-

ciency of action recognition while ensuring privacy protection. 

3 Model 

To address privacy protection issues in action recognition, a Privacy-Preserving Action 

Recognition Network (PARN) is proposed, which is based on a generative adversarial 

network [10] and integrated with 3D convolutional networks [23]. This framework dy-

namically protects facial privacy while maintaining efficient and accurate recognition. 
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The framework consists of three main components, as shown in Fig.1: Privacy Pro-

tection Module, Feature Enhancement Module, and Action Recognition Module. The 

following section details the methods and implementation of each module. 

 

Fig. 1. The architecture of the PARN model 

3.1 Privacy Protection Framework 

MS-GAN. MS-GAN learns a mapping function 𝐺: {𝑋, 𝑍} → 𝑋̂ , it is able to combine 

the input random noise 𝑍 with the actual data 𝑋 to generate synthetic samples that are 

indistinguishable from the real data. In this process, the purpose of adversarial training 

is to train the generator 𝐺 to produce sample data 𝑋̂ that is difficult to identify for the 

discriminator 𝐷. The target function of MS-GAN is denoted as 𝐿(𝐺, 𝐷), then: 

𝐿(𝐺, 𝐷) = 𝐸𝑋,𝑋̂~𝑃𝑑𝑎𝑡𝑎(𝑋,𝑋̂) (log 𝐷(𝑋, 𝑋̂)) +

                                                       𝐸𝑋~𝑃𝑑𝑎𝑡𝑎(𝑋),𝑍~𝑃𝑧(𝑍) (log(1 − 𝐷(𝑋, 𝐺(𝑋, 𝑍)))) (1) 

Our goal is to train the generator G to produce more realistic facial while competing 

against the discriminator D, minimizing the objective function. The optimal solution 

can be obtained through the following min-max optimization problem: 

                                                        𝐹 ∗= 𝑎𝑟𝑔𝑚𝑖𝑛𝐺𝑚𝑎𝑥𝐷𝐿(𝐺, 𝐷)    (2) 

MS-GAN consists of a multi-scale feature fusion generator and a spatio-temporal 

consistency discriminator, as shown in Fig.2. The generator takes video frames with 

faces and outputs privacy-protected frames, where the facial areas are regenerated to 

conceal real identities. The generator uses the U-Net architecture, which first receives 

consecutive video frames and latent vectors, which are processed by the face detector 

with facial borders, and the latent vectors contain the feature encoding of the target 

face. The network employs multiple convolutional layers with a stride of 2 for 

downsampling, followed by batch normalization and ReLU activation functions. 

Downsampling uses max pooling layers to reduce the feature map size, halving the 



width and height while increasing depth. The decoding part restores resolution by trans-

posing the convolution and convolutions with a stride of 2, applying batch normaliza-

tion and ReLU activation functions. Finally, the number of channels is adjusted to 3 by 

the convolutional layer and output synthetic video frames with a sigmoid activation 

function to generate image data in the range of [0, 1]. 

 

Fig. 2. The network structures of the generator G and the discriminator D. The generator adopts 

the U-Net network structure, with the input size being the same as the output size, both 

1×128×128. The discriminator’s input size is 1×128×128, and the output size is 1×30×30. 

The spatiotemporal consistency discriminator receives real and generated video 

frames to assess the authenticity and consistency of the video, focusing on the overall 

structure and local details. First, the convolution layer extracts frame-level features and 

outputs a scalar representation of the frame's reality through a fully connected layer. 

Temporally, a 3D convolution layer is used to ensure smooth transitions when moving 

objects across consecutive frames. For example, a moving object should move 

smoothly in consecutive frames instead of changing abruptly. Within a single frame, 

the discriminator checks for consistency in the spatial attributes of objects, such as clear 

edges and uniform color. Adversarial training drives the generator and discriminator to 

compete, continuously improving their performance. 

Multi-scale feature fusion. To capture information at various scales in video, a multi-

scale feature fusion mechanism is added to the generator, which processes and merges 

features of different scales to capture details from coarse to fine, a feature not com-

monly seen in previous generators. as shown in Fig 3. Specifically, four feature layers 

are generated using convolutional blocks of different sizes: a 4×4 convolutional block 

extracts high-level semantic features containing thematic and scene information; a 3×3 

convolutional captures intermediate features for spatiotemporal information; a 2×2 con-

volutional block extracts information on dynamic changes and motion; and a 1×1 con-

volutional block focuses on frame-level features like texture and edges. 



 

 

 

2025 International Conference on Intelligent Computing 

July 26-29, Ningbo, China 

https://www.ic-icc.cn/2025/index.php 

 

 

Fig. 3. The structure of the multi-scale feature fusion network. 256 is the number of channels, 

and the number of convolutional kernels equals the number of channels. 

The four feature maps are different in size and number of channels, and are adjusted to 

the same number of channels and size before they are fused using the concatenate 

method. After fusion, 3x3 convolution is applied to further integrate the features. The 

generator then creates video frames based on the fused feature vectors, with each frame 

inheriting the state of the previous frame while introducing new changes to simulate 

facial features. The multi-scale feature fusion of the generator can be represented as: 

 𝐺(𝐼𝑡 , 𝑍, 𝐶) = ∑ 𝜔𝑙
𝐿
𝑙=1 ∙ 𝐹𝑙(𝜑𝑙(𝐼𝑡 , 𝑍, 𝐶)) (3) 

Where 𝐼𝑡  represents the real video frame at time step t, 𝐺(𝐼𝑡) is the video frame gener-

ated by the generator, Z is the latent variable drawn from the prior distribution 𝑃𝑍, C 

denotes conditional information (such as facial features or expression labels). L is the 

scale level, 𝐹𝑙 is the fusion function for the 𝑙𝑡ℎ level features, 𝜑𝑙 is the feature extrac-

tion function at the 𝑙𝑡ℎ level, 𝜔𝑙 is the weight coefficient for the 𝑙𝑡ℎ level, 𝛾 is a scalar, 

and 𝑠𝑐𝑜𝑟𝑒(𝐹𝑙) is the scoring function for the  𝑙𝑡ℎ feature map 𝐹𝑙. 

𝜔𝑙 =
𝑒(𝛾∙𝑠𝑐𝑜𝑟𝑒(𝐹𝑙))

∑ 𝑒(𝛾∙𝑠𝑐𝑜𝑟𝑒(𝐹𝑙))𝐿
𝑙=1

           (4) 

3.2 Feature Enhancement Module 

Currently, in most of the privacy-preserving action recognition studies, the performance 

rather suffers with the application of various privacy-preserving methods. To address 

this issue, the feature enhancement module is designed to maintain or enhance recog-

nition performance, as shown in  Fig.4. This module first receives video frames anon-

ymized by the MS-GAN, using 1×1 and 3×3 convolutional layers to extract features of 

privacy-sensitive information. It then passes through a fully connected layer and a Sig-

moid function to output a probability value, 𝑃 ∈ [0,1]𝐶 , where 𝑃𝐶  indicates the proba-

bility of privacy information in the 𝑐𝑡ℎ channel. Based on these probabilities, a Channel 

Suppression Mask (CSM) is generated, defined as 𝐶𝑆𝑀 = 𝜎(𝑃), where 𝜎 is the sig-

moid function. 



 

Fig. 4. The left figure is the structure of the feature enhancement module, and the right figure is 

the structure of the temporal attention and spatial attention. 

In order to enable the model to autonomously focus on key regions in the video, a 

dual attention mechanism is introduced, including a channel attention module and a 

spatial attention module. The channel attention module performs Average Pooling and 

Max Pooling on the feature map 𝐹 ∈ 𝑅𝐶×𝑊×𝐻 (C is the number of channels, W is the 

height, and H is the width) to capture the global information. This is followed by pro-

cessing through two fully connected layers. The output of the first fully connected layer 

is processed with L2 regularization to enhance the learning capability of the behavior 

feature. The output of the second fully connected layer passes through the sigmoid 

function to generate the channel attention weight CA, which is multiplied with the chan-

nel suppression mask CSM output from the privacy feature detection module to obtain 

the final adjusted channel attention weight 𝑊𝑐ℎ = 𝐶𝐴⨀𝐶𝑆𝑁. 
The spatial attention module pools the spatial dimensions of the feature maps, joins 

them and processes them through a convolutional layer to generate spatial attention 

weights SA and weights the feature maps to enhance the behavioral features in the spa-

tial domain. Feature recalibration then uses the adjusted channel attention weights and 

spatial attention weights to weight each channel and spatial domain of the feature map, 

respectively. 

This module solves the imbalance between privacy preservation and action recogni-

tion tasks, improving recognition performance after privacy preservation. 

3.3 Action Recognition for Privacy Protection 

The reason for using C3D as a human behavior recognition model is that compared to 

2D convolution, C3D has a better ability to model temporal information due to 3D con-

volution and 3D pooling operations, which enables better understanding of dynamic 

behaviors in the video and end-to-end training, thus eliminating the need for complex 

preprocessing steps, while the preprocessed model can achieve good transfer learning 

results on new tasks and improve recognition accuracy. 



 

 

 

2025 International Conference on Intelligent Computing 

July 26-29, Ningbo, China 

https://www.ic-icc.cn/2025/index.php 

 

Based on [23], the network takes video clips as input, all video frames are resized to 

128×171 and the video is segmented into 16 frame clips that do not overlap each other 

and are used as input to the network.  The network contains 5 convolutional layers, each 

of which is immediately followed by a pooling layer, 2 fully connected layers, and a 

softmax loss layer to predict the action labels. The number of filters in the convolutional 

layers is 64, 128, 256, 256, 256 in that order, all of which should be properly padded to 

maintain size. The pooling layers (except the first) use 2 × 2 × 2 kernels with a step size 

of 1, reducing the output size by 8 times. The first pooling layer has a 1×2×2 kernel to 

preserve temporal information. The Fully Connected Layer has a total of 2048 outputs. 

We trained the network from scratch using small batches of 30 clips to accurately rec-

ognize running, jumping, lying, and falling behaviors in videos. 

3.4 Loss Function 

Our goal is twofold: one is to ensure that facial information cannot be recognized, and 

the other is to ensure that behavioral features in the video can be recognized correctly. 

Therefore, multiple loss functions are used to help the model learn richer feature repre-

sentations and improve the overall performance. 

Loss of MS-GAN. In generator G, a structural similarity index is used to keep the 

structure of the generated face similar to the original image, but the facial information 

is hidden: 

                                          𝐿𝑆𝑆𝐼𝑀(𝐺) = 1 − 𝑆𝑆𝐼𝑀(𝑋, 𝐺(𝑋))                                  (5) 

In discriminator D, the adversarial loss is used to enable the discriminator to better 

distinguish between real and generated images: 

              𝐿𝑎𝑑𝑣(𝐷) = −𝐸𝑋~𝑃𝑑𝑎𝑡𝑎
(log(𝐷(𝑋))) − 𝐸𝑋~𝑃𝑑𝑎𝑡𝑎

(log(1 − 𝐷(𝐺(𝑋))))         (6) 

The total loss function of the MS-GAN is obtained by summing the losses of the gen-

erator and discriminator: 

𝐿𝑡𝑜𝑡𝑎𝑙 = 𝜆𝑎𝑑𝑣𝐿𝑎𝑑𝑣(𝐺) + 𝜆𝑓𝑒𝑎𝑡𝐿𝑓𝑒𝑎𝑡(𝐺) + 𝜆𝑆𝑆𝐼𝑀𝐿𝑆𝑆𝐼𝑀(𝐺) + 𝐿𝑎𝑑𝑣(𝐷)         (7) 

where 𝜆𝑎𝑑𝑣 and 𝜆𝑓𝑒𝑎𝑡 and 𝜆𝑆𝑆𝐼𝑀 are the weights that balance the different loss terms. 

Loss of action recognition. The categorical cross-entropy loss is used to evaluate ac-

tion prediction errors in video frames and enhance recognition accuracy through model 

optimization.  For a given video frame and its real behavioral labels, this loss function 

is capable of evaluating the prediction error and optimizing the model parameters 

through a back-propagation algorithm, aiming to improve the accuracy of behavior 

recognition. It ensures effective recognition while preserving facial privacy: 

                                                         𝐿𝑐𝑙𝑠 = − ∑ 𝑦𝑐 log( 𝑦̂𝑐)𝑐        (8) 



Where 𝑦𝑐 is the true behavioral label and 𝑦̂𝑐 is the predicted behavioral probability. 

Combining the facial privacy-preserving loss and the action recognition loss is the 

total loss for the whole model: 

                                                     𝐿𝑓𝑖𝑛𝑎𝑙 = 𝐿𝑡𝑜𝑡𝑎𝑙 + 𝜆𝑐𝑙𝑠𝐿𝑐𝑙𝑠 (9) 

where λcls is the weight of the classification loss. 

4 EXPERIMENTS AND ANALYSIS 

4.1 Datasets 

To validate the method proposed in this paper for action recognition while preserving 

privacy, experiments were conducted on the HMDB51, Hollywood2 and LFW datasets. 

Because they contain actions involving face regions, they are good testbeds for joint 

face anonymization and action detection models. The HMDB51 dataset has 960 videos 

covering 21 common actions that contain faces. The Hollywood2 dataset contains 3669 

videos with a total duration of 20.1 hours, covering video clips of 12 different action 

categories and 10 different scenes. The LFW dataset has more than 13,000 facial im-

ages involving 5,749 people, covering a wide range of expressions, gestures, and ages. 

4.2 Evaluation Metrics 

Facial Recognition Error Rate, FRA. To confirm the effectiveness of our framework 

in privacy protection, two points must be proven: first, the generated faces are signifi-

cantly different from the originals, second, the generated faces are not simply replaced 

with other identities. Therefore, we use the FRA rate to measure the privacy protection 

effect. As shown in Fig 5, while other methods increase the face recognition error rate, 

they also degrade action recognition performance. This indicates a trade-off between 

privacy protection and action recognition, which our method adeptly balances, achiev-

ing dual optimization of privacy and performance. 

 

Fig. 5. The x-axis represents the face verification error rate, while the y-axis denotes the action 

detection performance. An upward trend indicates better effectiveness. 
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F1 Score. The harmonic mean of precision and recall, is used to evaluate the perfor-

mance of the model. A higher F1 score indicates a better balance between precision and 

recall. 

4.3 Implementation Details 

The MS-GAN module was trained on the LFW dataset using an alternating training 

strategy for the generator and discriminator, both with a learning rate of 0.0001. The 

total number of iterations was 150 epochs, updating the discriminator every five gen-

erator iterations to maintain balance and prevent instability due to rapid learning. The 

feature enhancement module was pre-trained on ImageNet to learn rich visual features 

with a learning rate of 0.0005, iterating 80 times, batch size 32, using Adam optimizer 

and weight decay of 0.00005. It was then fine-tuned on Hollywood2 with dynamic step 

adjustment, initial learning rate reduced to 0.00005, iterating 30 epochs, and batch size 

adjusted to 8. The C3D module takes video clips as input and extracts spatiotemporal 

features via convolution and pooling. With an initial learning rate of 0.0005 and a decay 

strategy, it iterates 80 times, using a batch size of 4. The SGD optimizer is employed 

with a momentum of 0.9 and a weight decay of 0.0005. 

In the integration and joint training phase, pre-trained modules were integrated into 

the PARN framework for joint training to optimize performance. The learning rate was 

adjusted to one-tenth of the pre-training rate, with 30 iterations and a batch size of 8, 

using the original optimizers.  

4.4 Comparison with Other Models 

For video action recognition with privacy-preserving needs, it is compared with other 

methods on the LFW dataset and the results are shown in Table 1. Blurring [3] and 

encryption [8] by focusing on pixel-level interference in the face region. Face Swapping 

selects similar face images from a database for replacement. K-Same-Net [11] uses 

GAN to synthesize de-identified faces. PP-GAN [10] designs adversarial frameworks 

that incorporate anonymization and privacy budget models. Our approach achieves the 

lowest score in de-identification accuracy, indicating that the generated faces are harder 

to recognize and better protected. 

Table 1. Comparison with other models on LFW dataset. 

Privacy protection methods Data security score (1-10) FRA(%) 

Blur 7 52.1 

Encrypted 8 53.6 

Face Swapping 8.2 61.2 

k-same-net 8.4 63.4 

PP-GAN 8.7 64.5 

MFSS-GAN(ours) 9 66.3 



Table 2. Comparison with other models on HMDB51 dataset.  

Model Accuracy Precision Recall PP-Accuracy F1 score 

PP-GAN 87.4 88.0 87.1 86.2 87.5 

SPAct 89.7 90.4 89.2 90.1 89.8 

VSCS+C3D+AdSRC 91.9 92.3 91.2 89.7 91.7 

BDQ 91.2 91.9 91.0 90.0 91.4 

GAN+FasterRCNN 90.8 92.8 90.4 88.9 91.6 

MFSS-GAN(ours) 93.6 94.7 93.1 93.6 93.9 

 

We evaluated the performance of action recognition with privacy protection on the 

HMDB51 and Hollywood2 datasets and compared it with existing methods, as shown 

in Table 2 and Table 3. (Accuracy is the accuracy of action recognition, PP-Accuracy 

is the accuracy of action recognition after privacy protection). PP-GAN [10] enhances 

the GAN framework with validators and regulators for face de-identification. 

VSCS+C3D+AdSRC [24] uses compressed sensing for visual obfuscation and fine-

tunes a C3D network for video action representation. The privacy-preserving encoder 

BDQ [25] achieves privacy protection and action recognition through blurring, differ-

encing, and quantization. GAN+FasterRCNN [20] employs adversarial training of 

video anonymizers and discriminators for pixel-level modifications. SPAct [26] pro-

poses a self-supervised privacy-preserving action recognition framework that does not 

require privacy labels for training. 

Table 3. Comparison with other models on Hollywood2 dataset. 

Model Accuracy Precision Recall PP-Accuracy F1 score 

PP-GAN 86.9 87.7 87.2 86.4 88.4 

SPAct 91.1 91.2 89.6 90.4 90.3 

VSCS+C3D+AdSRC 91.4 92.8 90.9 90.5 91.8 

BDQ 90.5 91.2 90.4 90.0 90.8 

GAN+FasterRCNN 88.3 89.6 88.0 88.2 98.8 

MFSS-GAN(ours) 93.2 94.5 92.8 94.3 93.6 

 

In the HMDB51 dataset (Table 2), our method MFSS-GAN+C3D achieved an ac-

curacy of 93.6%, indicating high recognition and classification capabilities. 

VSCS+C3D+AdSRC [24] and GAN+FasterRCNN [20] also showed good precision 

but were slightly lower than our proposed model. PP-GAN [10] and BDQ [25] had 

relatively lower accuracy after incorporating privacy protection. In the Hollywood2 

data set (Table 3), our model achieved a precision of 93.2% and an improvement in the 

F1 score of 0.8% -2.5% compared to the latest methods SPAct [26] and BDQ [25], 

demonstrating a good balance between precision and recall. These results indicate that 

our method effectively achieves de-identification, ensuring privacy protection without 

compromising action recognition performance. 
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4.5 Ablation Studies 

As described in the previous modules, PARN consists of three modules: privacy preser-

vation, feature enhancement, and action recognition. Here, we study its role in privacy 

protection and action recognition. For this, we select combinations of modules on the 

HMDB51 dataset, which allows us to reveal which components are critical and how 

they interact to improve the accuracy and level of privacy preservation of action recog-

nition. 

Table 4. Results of ablation experiments. 

Model FAR Accuracy Precision Recall F1 score 

GAN+C3D 83.8 93.5 91.2 89.4 90.3 

MS-GAN+C3D 87.4 90.2 89.6 88.4 88.9 

GAN+FEM+C3D 83.6 93.7 91.9 90.5 91.1 

MS-GAN+FEM+C3D 88.3 94.1 92.8 93.3 93.4 

 

Table 4 shows the performance results for different module combinations on overall 

performance (the FAR rate represents the level of privacy protection). The baseline 

model (GAN+C3D) lacks multi-scale information, offering insufficient privacy protec-

tion and affecting the accuracy of action recognition; the addition of the multi-scale 

feature fusion network (MS-GAN) enhances privacy protection to 87.4%, capturing 

rich spatial and temporal information in videos for more natural and smooth privacy-

protected faces, but at the cost of a 3.3% decrease in action recognition accuracy, indi-

cating a loss of precision in complex behaviors or detailed scenes, such as fast-moving 

objects or subtle actions; adding only the feature enhancement module 

(GAN+FEM+C3D) results in higher action recognition accuracy by assigning different 

attention weights but significantly reduced privacy protection. In general, the complete 

model achieves an F1 score of 93.4%, which not only achieves high accuracy in action 

recognition but also offers strong protection of privacy. Hence, the combined effect of 

the MS-GAN with a multi-scale feature fusion network and the feature enhancement 

module significantly outperforms any single module alone. 

5 CONCLUSION 

Aiming at the privacy leakage problem in video action recognition, this paper proposes 

an adversarial learning framework PARN for privacy protection. Based on generative 

adversarial network technology, we design a multi-scale feature fusion generator and a 

spatiotemporal consistency discriminator to re-generate the face of the person in the 

video to achieve the purpose of privacy protection. To not affect the performance of 

action recognition, we design the feature enhancement module, which combines the 

dual attention mechanism and the L2 regularization term to suppress irrelevant privacy 

features and highlight the behavioral features of the human body. Extensive experi-

mental results on three datasets LFW, HMDB51, and Hollywood2 validate the 



effectiveness of the proposed method in this paper. In future work, more advanced tech-

niques will be investigated to integrate privacy preservation with action recognition 

better. 
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