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Abstract. Intrusion detection systems (IDSs) often suffer from the category 

imbalance problem, i.e., malicious traffic is much less than normal traffic, which 

results in inefficient system detection. This paper proposed a data generation 

technique incorporating Pearson’s correlation coefficient to solve this problem. 

At the same time, feature selection based on chi-square distribution and 

integrated learning based on voting method are also used for model optimization. 

In the data generation stage, the Pearson correlation coefficient-based sample 

similarity calculation was introduced to improve the Borderline-SMOTE method 

to generate high-quality data and reduce the negative impact of low-quality 

samples on the classification model. Different experiments were conducted for 

multiple machine learning methods in the model optimization phase and selected 

the most effective combination. Experiments on three public datasets, UNSW-

NB15, NSL-KDD, and CICIDS-2017, proved the effectiveness of the method, 

especially in the detection of a few categories, which achieved significant 

improvement, especially in the UNSW-NB15 dataset, the F1 scores of the few 

categories of Analysis and Backdoor had 42% and 39% improvement, 

respectively. In addition, a new evaluation metric, Mean Category Accuracy 

(MCA), was proposed, which provides a more balanced assessment of the 

detection performance of all attack types. 

Keywords: Intrusion detection, Machine learning, Ensemble learning. 

1 Introduction 

Intrusion detection is a technology that addresses network intrusions and other security 

issues by analyzing transmitted packets to differentiate between malicious and normal 

traffic. Network administrators can use this technology as a basis for devising 

appropriate countermeasures. Although intrusion detection systems can detect 

malicious traffic, their performance in modern neural network-based systems is heavily 

influenced by training data distribution and in the actual network environment, 

malicious traffic and normal traffic ratio is often very different, that is, today’s intrusion 

detection system is faced with the class imbalance problem, addressing class imbalance 

effectively is critical for enhancing intrusion detection performance. Solving the class 

imbalance problem is an important breakthrough to improve intrusion detection 

capability. At the same time, with the development of artificial intelligence, intrusion 



 

 

detection is also progressing after the introduction of machine learning. Detection 

models with different structures are constantly proposed, and the reasonable 

arrangement of the model structure is also an important influencing factor in improving 

the detection capability. 

How to evaluate the model while training is also an important task related to the 

steps of evaluating the model and then optimizing the model. In intrusion detection, 

most researchers use the overall accuracy for model evaluation, but as mentioned above, 

the class imbalance problem is prevalent in intrusion detection, and using the overall 

accuracy for evaluation will lead to the inability to perceive the detection capability of 

the model correctly. 

In order to address the above challenges, our research starts with solving the class 

imbalance problem, intrusion detection models, and how to evaluate an intrusion 

detection system more efficiently. Furthermore, the main contributions are: 

• The generated data is cleaned by combining data up-sampling methods and data 

similarity algorithms, and the generated data is not completely used. Through the 

process, the poorer quality data in the generated data can be removed, thus 

removing its negative impact on the classification model. 

• We use an ensemble learning model based on the voting method for training and 

detection, which eventually significantly improves a few classes’ classification F1 

scores of Analysis and Backdoor. 

• We propose an attack-type-agnostic evaluation metric (MCA), which improves 

fairness by achieving 78.2% mean accuracy (vs. 63.7% in Stacked Ensemble [1]). 

With this evaluation method, the detection system’s effectiveness against a wide 

variety of attack types can be more comprehensively reflected. 

2 Related work 

2.1 Class Imbalance Solutions 

Although network attacks are common in cyberspace, they are still relatively few 

compared to normal network traffic data, especially for some infrequent attacks. For 

example, in the NSL-KDD dataset, the normal traffic data occupies 51.88% of the total 

data, while the corresponding DoS, Probe, R2L, and U2R attack data accounts for 

35.95%, 9.48%, 2.61%, and 0.08%, respectively. The class imbalance problem is a 

common challenge in machine learning and artificial intelligence, and its occurrence 

can lead to the model not learning enough for a smaller number of classes, thus affecting 

the effectiveness of the final model. 

To address class imbalance problem, the simpler methods are random up-sampling 

(ROS) and random down-sampling (RUS). However, the implementation of this 

method is simple, but its shortcomings are also very obvious: up-sampling to get the 

dataset of some samples repeated, the training of the model will have overfitting; down-

sampling due to the loss of the data will make the model of the overall pattern of training 

is not sufficient. Chawla et al. [2] proposed artificial minority oversampling (SMOTE) 

for the class imbalance problem, which combined with random sampling methods to 

obtain good classification results in the case of class imbalance. Ma et al. [3] by 
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introducing the SMOTE technique into intrusion detection and combining it with 

reinforcement learning to achieve autonomous learning of the model and alleviate class 

imbalance. 

Although the proposed SMOTE technique relieves the class imbalance problem, its 

drawbacks are obvious: on the one hand, this method increases the likelihood of overlap 

between classes, and on the other hand, the generated samples do not provide useful 

information. Generative Adversarial Network (GAN) is a data generation model 

proposed by Goodfellow et al. [4], who optimize each other by combining the 

generative and discriminative models in a mutual confrontation. The proposed model 

is a good direction for solving the class imbalance problem, and there are many research 

results generated by using the improvement of GAN in some recent articles. For 

example, Park et al. [5] have greatly improved the classification effect of minority 

classes by utilizing the Boundary Equilibrium Generative Adversarial Network 

(BEGAN) to train and generate data for the minority classes and combining it with 

neural networks. Meanwhile, various variants of GAN have been applied in the field of 

intrusion detection, such as GMM-WGAN [6], CTGAN [7], CWVAEGAN [8], AE-

WGAN [9], and various variants [10,11]. Among them, the CWVAEGAN proposed by 

He et al. [8] incorporates the variational autoencoder (VAE) into the generator phase of 

the generative adversarial network, which makes the network further robust to noise by 

obtaining a probabilistic representation of the encoded data. Wang et al. [12] utilized 

the samples to train a twin self-encoder and used its input as the input to the network in 

2024 to design S2CGAN. The authors also utilized similarity features as auxiliary 

information to generate the data. In the same year, Bai et al. [13] extended the WGAN 

framework by integrating a classifier that handles all traffic data types to design SC-

GAN, which significantly improved the accuracy of intrusion detection with the 

generated data. 

As opposed to using various methods to generate training data, some methods 

address the class imbalance problem by starting from the model itself. Thakkar et al. 

[14] applied ensemble learning to intrusion detection by applying multiple neural 

network models to the data in the training phase and then in the final classification 

phase by using a majority voting mechanism to classification. Siddique et al. [15] also 

performed well on the NSL-KDD, UNSW-NB15 and CICIDS2017 datasets using 

sampleless and self-supervised learning. At the loss function level, Zhang [16], Imrana 

[17], and others have also made several contributions to the solution of the class 

imbalance problem by improving the focus loss and controlling the model training in 

the backpropagation phase. 

To summarize, most of the existing methods for solving the class imbalance problem 

take the approach of expanding the dataset through certain strategies such as up-

sampling, SMOTE, or neural networks but ignore whether these artificially generated 

data fit the original data well enough, in other words, whether these generated data 

bring a positive impact on the model. How to solve this problem may be an important 

research direction. 



 

 

2.2 Machine Learning-based 

In the early developmental stages of intrusion detection, some traditional machine 

learning methods were commonly used to detect network data. Mukkamala et al. [18] 

and Ben et al. [19] firstly applied machine learning methods such as support vector 

machines and decision trees to the field of intrusion detection at the beginning of the 

20th century, more and more research results have emerged. Lin et al. citelin2015cann 

proposed a cluster centroid and nearest neighbour (CANN) feature representation 

method by improving the feature representation method, which is based on calculating 

the distance between each data and the cluster centroid and the distance between the 

data’s nearest neighbours in the cluster respectively, and using the one-dimensional 

distance feature formed by the sum of the two distances for K nearest neighbour 

classification, and finally obtaining the best results on the KDD- Cup99 dataset with 

better results than KNN, SVM. 

Combinatorial machine learning usually performs better than individual machine 

learning methods in intrusion detection; Aburomman et al. [20] optimally obtain the 

optimal weights of various machine learning algorithms in the combinatorial machine 

learning by introducing the Particle Swarm Optimization algorithm (PSO) and using 

the PSO algorithm to control the weights of combinatorial machine learning. Finally, 

the Weighted Majority Algorithm (WMA) is tested to defeat the Weighted Majority 

Algorithm (WMA) on five randomly sampled subsets on the KDD99 dataset. Machine 

learning-based intrusion detection is applied to a wide variety of networks; Kolias et al. 

[21] utilized multiple machine learning methods on a dataset in a wireless network 

environment to provide a solid experimental foundation for the security of protocol 

iterations in wireless networks. Wathiq et al. [22] provided a solid experimental 

foundation for the security of protocol iterations in wireless networks by combining the 

Support Vector Machines and Extreme Learning Machines to form a multi-layer hybrid 

intrusion detection model; this model can have good detection of existing attacks as 

well as unknown attacks. Wathiq also uses a modified K-means algorithm to reduce the 

dataset, which shortens the training time and improves the detection performance. 

Experiments on the KDD Cup99 dataset showed that the model achieved the best 

results. 

Although machine learning-based detection models have achieved good results in 

the field of intrusion detection, machine learning models are very dependent on the 

setting of hyperparameters; good initial hyperparameter settings can often obtain better 

results, how to find the appropriate hyperparameters is a time-consuming and laborious 

work. Therefore, in intrusion detection, such as high real-time requirements of the scene, 

how to shorten the speed of model training and inference is also an urgent problem to 

be solved. 

2.3 Neural Network-based 

Recent studies show that deep learning-based IDSs detect attacks more effectively in 

IoT networks. For example, Alkahtani et al. [23] introduced in their research an 

intrusion detection framework for IoT networks that employs three deep learning 

approaches: convolutional neural networks (CNNs), long-short-term memory networks 

(LSTMs), and a hybrid model combining CNNs and LSTMs (CNN-LSTM). When 
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tested on the IoTID20 dataset, the framework showed that LSTM achieved the highest 

accuracy (99.20%), followed by the hybrid model CNN-LSTM (98.0%), and lastly, 

CNN (96.60%). However, the study used an unbalanced dataset, which might have 

yielded better results if it had been balanced. Another study by Alqahtani et al. [24] 

proposed a novel hybrid optimization LSTM approach, where CNN extracts spatial and 

temporal relevant features from IoT datasets. In contrast, LSTM is used to predict 

intrusion attacks. The model incorporates the firefly swarm optimization technique for 

feature selection to reduce computational overhead. When evaluated on two popular 

network intrusion datasets, UNSWNB15 and NSL-KDD, the deep learning model 

performs excellently with a prediction accuracy 98.89%. However, this study used an 

unbalanced dataset in the pilot phase, and it is believed that better results would have 

been obtained if data balancing treatment was also combined. Another study by 

Alqahtani et al. [24] proposed a novel hybrid optimization LSTM approach where CNN 

extracts spatially and temporally relevant features from IoT datasets. In contrast, LSTM 

is used to predict intrusion attacks. In order to reduce the computational overhead in 

the feature selection phase, the model incorporates the firefly swarm optimization 

algorithm. In the final test phase, the model shows excellent performance for both 

datasets, UNSW-NB15 and NSL-KDD, with a prediction accuracy of 98.89%. 

However, it performs poorly in recognizing novel attack types due to overfitting. In 

addition, when the model was evaluated in a real-time IoT environment, its training 

time was long; hence, the overall performance was poor. 

Meanwhile, Abdel-Basset et al. [25] proposed a multi-scale residual temporal 

convolution module in a semi-supervised deep learning intrusion detection (SS-Deep-

ID) approach. The module aims to learn spatio-temporal features and incorporates an 

attention mechanism to extract local features. This SS-DeepID model is evaluated on 

two network intrusion datasets, CI-CID2017 and CI-CID2018, and the results show that 

it improves detection efficiency and accuracy. Similarly, the model is time-consuming 

in detecting real-time traffic data.Xiao et al. [26] employed two dimensionality 

reduction techniques, namely Principal Component Analysis (PCA) and Autoencoder 

(AE), to evaluate the impact of reducing the feature set on the classification of intrusion 

attacks. The obtained feature set is fed into a Convolutional Neural Network (CNN) 

model for attack classification. The model was tested on the standard KDD-CUP99 

dataset, and the results showed that the accuracy of AE (0.940%) was higher than PCA 

(0.930%). However, the detection accuracy of this model was relatively low compared 

to other existing models. In contrast, Safiullah et al. [27] proposed an intrusion 

detection framework using deep convolutional neural networks (CNNs) for binary and 

multiple classification. The framework was tested on the IoTID20 dataset with different 

batch sizes, and performance was evaluated using standard metrics. The model 

achieved up to 99% accuracy, F1 score, precision, and recall in the binary classification 

task but lower values in the multi-classification task, ranging from 70% to 97%. 

Neural networks are a growing technology with the development of big data, which 

means that neural networks rely on a large amount of data to get good results. Intrusion 

detection, which is plagued by class imbalance problems, does not seem suitable for 

using the technology. Therefore, neural network models often need to be used with data 

balancing techniques. At the same time, in many research results, the binary 



 

 

classification results are always better than the results of multi-classification, which 

also reflects that the generation of data is not a perfect fit to the original data to solve 

the quality of the generated data is an important prerequisite for improving the 

performance of neural networks. 

3 Methodology 

3.1 Data pre-processing 

In network data traffic, data is composed in an intricate form, where categorical features 

such as ’proto’, ’service’, and ’state’. For similar cases, we use label encoding for these 

categorical features, which maps each category to an integer value incremented from 0 

so that each data item has a unique numeric representation. For example, for the ’proto’ 

field, TCP corresponds to 0, UDP to 1. Through the label encoding process, these 

categorical features are transformed into features that can be recognized and processed 

by the model. 

 
Fig. 1. Framework of the Proposed Method. 

Data preprocessing is not just about numerical encoding the data because there may 

be special values such as Null, Nan (Not a number) or Inf in the raw network data. 

Since the model fails to recognize these data, we discard them. 

3.2 Data generation 

After data preprocessing, to solve the problem of class imbalance, we improved 

BorderlineSMOTE by introducing the Pearson correlation coefficient for data 

similarity calculation. 

SMOTE method is an oversampling technique proposed by Nitesh Chawla et al. [2] 

in 2002 and widely used, which generates samples by calculating inter-sample 

differences after obtaining the closest neighbouring samples. 

Based on the SMOTE method, Hui Han et al. [28] argued that samples located at 

decision boundaries are more likely to be misclassified, so they proposed an improved 

scheme, BorderlineSMOTE. This method generates samples by identifying borderline 

samples. 

Although the SMOTE method effectively solves the class imbalance problem, it will 

inevitably affect the dataset in the sample generation. Therefore, we use the Pearson 

correlation coefficient-based sample similarity calculation method to constrain the 

generated data after using the Borderline-SMOTE method to generate samples from the 

original data. Firstly, we select a sample from the generated data set and find its k 
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nearest neighbours; subsequently, we calculate the similarity between this sample and 

its k neighbours and compare the calculated results with the threshold value set in 

advance. Subsequently, the similarity between this sample and its k neighbouring 

samples is calculated. The calculated result is compared with the threshold value set 

beforehand. If it is smaller than the threshold value, the non-compliant sample is 

discarded, and vice versa; it is retained. After generating the samples more compact 

between classes and more obvious features, this operation makes the dataset more 

compact, so it has better results in the subsequent data classification stage. 

 

Algorithm. 1. Borderline-SMOTE-Pearson Correlation Filter 

Input: Original dataset D, similarity threshold θ 

Output: Filtered dataset Dfil 

Dsyn←BorderlineSMOTE(D) 
Dcom←Concatenate(D,Dsyn) 
Initialize empty list Dfil 

for xi in Dcom do 

  choose k nearest neighbors to Dsubset 

  satisfied←True 
  for si in Dsubset do  

   ri←caculatePearsonCorrelation(xi,si) 
   if ri < θ then  

satisfied ← False  
break 

end if 

end for 

if satisfied then 

append xi to Dfil 

end if 

 end for 

return Dfil 

 

3.3 Feature selection 

After the above data preprocessing and data generation stages, we obtain a class-

balanced dataset. Subsequently, we enter the third stage of the method - feature 

selection- and choose the feature selection method based on the chi-square test. The 

chi-square test is a nonparametric test, and nonparametric tests can use sample data to 

make inferences about the overall distribution pattern when the overall variance is 

poorly known or unknown. Since network traffic is diverse in a network environment, 

knowing the distribution pattern in advance is impossible. Therefore, the chi-square test 

can be applied in this situation. 

The chi-square test is a commonly used hypothesis testing method, which obtains 

the χ2 value (1) by processing the observed and expected frequencies to determine 

whether the data features are correlated or not to achieve the purpose of feature 

selection further. 



 

 

𝜒2 = ∑
(𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦−𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦)2

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦
=

                                           ∑ ∑
(𝑂𝑖,𝑗−𝐸𝑖,𝑗)2

𝐸𝑖,𝑗

𝑐
𝑗=1

𝑟
𝑖=1       (1) 

where 𝑂𝑖,𝑗 is the value of the cell in the observed frequency table, 𝐸𝑖,𝑗 is the value of 

the cell in the expected frequency table, r is the number of rows, and c is the number of 

columns. 

3.4 Evaluation criteria 

When dealing with multicategorization tasks with class imbalance, traditional 

evaluation metrics such as overall accuracy may mask performance problems in 

minority classes due to the presence of majority classes. In this case, even though the 

model performs well on the majority class, its prediction ability on the minority class 

may be poor, leading to poor modeling in practical applications. Therefore, to assess 

the model’s performance on the class imbalance problem in a more comprehensive and 

fair way, this study adopts a new evaluation scheme: calculating the accuracy of each 

class and finding its mean, i.e., mean class accuracy (MCA). 

Definition and calculation of mean class accuracy: 

Mean class accuracy is an evaluation metric for multi-categorization tasks 

considering the class imbalance problem. It calculates the model’s accuracy in each 

category and averages these accuracies to get the final evaluation value. The specific 

steps are as follows Eq. (2): 

• Category Accuracy Calculation: Calculate the model’s accuracy for each category. 

This is calculated by taking the ratio of the number of samples correctly predicted 

by the model for that category to the total number of samples in that category. 

• Finding the Mean: Add up the accuracies for all categories and divide by the total 

number of categories to get the category accuracy mean. 

𝑀𝐶𝐴 =
∑ 𝐴𝑐𝑐𝑖

𝑘
𝑖=1

𝑘
      (2) 

where Acci denotes the accuracy of the samples of the ith class, and k denotes the 

number of classes in the entire dataset. The advantage of using this metric is that it gives 

equal weight to each category regardless of its sample size, thus avoiding the excessive 

influence of the majority of categories on the overall evaluation results. While using 

the mean value of category accuracy to evaluate the experimental results, this paper 

also employs the commonly used precision (Pre), recall (Rec) and F1 score to evaluate 

the results. 

In order to argue for the effect of weights in MCA, we conduct the following 

hypothetical experiment. We assume the existence of two types of data, A and B, where 

A is the minority class, and B is the majority class, in the case where the weights are 

biased towards the minority and majority classes and different accuracy rates, 

respectively:  

As shown in the table below, the final results are more balanced when the weights 

of the minority and majority classes are the same, and when the weights are somewhat 

skewed, there may be extreme values that lead to an inability to evaluate the final results 

well. As a result, we used MCA with the same weights to evaluate the experimental 

results in this paper.At the same time, a point that cannot be ignored in the field of 
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intrusion detection is that the majority class tends not to be very low (usually above 

80%), and this was confirmed in the subsequent experimental phase. Therefore, it is 

reasonable for MCA to choose equal weights. 

 

Table 1. Weighting Argumentation Experiments. 

Accuracy of A,B Weight(1,5) Weight(5,1) Weight(1,1) 

100%,20% 33.3% 86.6% 60% 

0%,100% 83.3% 16.7% 50% 

100%,100% 100% 100% 100% 

20%,100% 86.6% 33.3% 60% 

 

Table 2. Distribution of Datasets 

Dataset Category Original Samples Balanced 

Samples 

UNSW-NB15 

Normal 

Generic 

93000 

58871 

93000 

58871 

Exploits 44525 44525 

Fuzzers 24246 25767 

DoS 16353 25767 

Reconnaissance 13987 25767 

Analysis 3677 25767 

Backdoor 2329 25767 

Shellcode 1511 25767 

Worms 174 25767 

CIC-IDS-2017 

BENIGN 

Dos Hulk 

PortScan 

DDoS 

DoS GoldenEye 

2271312 

230124 

158804 

128025 

10293 

2271312 

230124 

188524 

188524 

188524 

FTP-Patator 7935 188524 

SSH-Patator 5897 188524 

DoS slowloris 5796 188524 

DoS Slowhttptest 5499 188524 

Bot 1956 188524 

Web Attack Brute Force 1507 188524 

Web Attack XSS 652 188524 

Infiltration 36 188524 

Web Attack Sql Injection 21 188524 

Heartbleed 11 188524 

NSL-KDD 

Normal 

Generic 

Exploits 

93000 

58871 

44525 

93000 

58871 

44525 

Fuzzers 24246 25767 

DoS 16353 25767 

 



 

 

4 Experimental results 

4.1 Datasets 

In our previous work, we introduced how to perform data cleaning, data generation, 

and feature extraction for network traffic data. Next, we validate our proposed method 

using three public datasets, which are UNSW-NB15, NSL-KDD and CIC-IDS-2017. 

For these three datasets, we have performed up-sampling using the method proposed 

in the paper, and the final results as shown in Table 2. 

 

Table 3. Configuration Specifications of Voting Ensemble Architectures. 

Ensemble ID Component Models Parameter Configuration 

VE-1 KNN, RF, DNN KNN: k=5; RF: n_estimators=100; DNN: 3 

layers (256-128-64), dropout=0.3 

VE-2 KNN, RF, DNN, SVM, NB + SVM: RBF kernel (γ=0.1, C=1.0);+ NB: 

Gaussian var_smoothing=1e-9 

VE-3 KNN, RF, DNN, SVM, GD + GD: learning_rate=0.01, n_iter=500 

VE-4 KNN, RF, LR + LR: L2 penalty (C=1.0), max_iter=1000 

VE-5 KNN, RF, LR, SVM SVM parameters tuned via grid search 

 

4.2 Experimental results 

This section describes the final results of the above-proposed method. We conduct 

experiments on several public datasets to prove the method’s effectiveness and compare 

them comprehensively with existing methods. The experiments in this paper will be 

conducted in the following three steps: 

• Categorize against the original dataset 

• Classify the dataset for balanced processing 

• Perform metrics evaluation 

 

 

 

Fig. 2. GRU model classification 

performance on UNSW-NB15. 

Fig. 3. CNN-GRU model classification 

performance on UNSW-NB15. 

 
Fig. 4. KNN-RF-LR model classification performance on UNSW-NB15. 

 

Comparative experiments with different models. Regarding model selection, we 

conducted training and classification experiments for several different models. First, 

we conducted experiments using CNN Figure 38 and GRU Figure 2 models 
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alone.Subsequently, we obtained the same results for the combination of the two 

models Figure 3. The results show that the CNN and GRU models cannot obtain good 

results. Results and the CNN-GRU model that combines the two are still not good 

enough to classify individual categories, although the overall effect has been improved. 

Subsequently, we experimented with the integrated model based on the voting 

method. We tried a combination of machine learning methods as shown in Table 3. By 

observing the experimental results of multiple combinations, it is seen that the best 

results were obtained using the combination of KNN, RF and LR. 

 

 

Fig.5. KNN-RF-DNN-SVM-NB model 

classification performance on UNSW-NB15. 

Fig.6. KNN-RF-DNN-SVM-GD model 

classification performance on UNSW-NB15. 

 

 

Fig. 7. KNN-RF-DNN model classification 

performance on UNSW-NB15. 

Fig. 8. KNN-RF-LR-SVM model 

classification performance on UNSW-NB15. 

After selecting KNN, RF, and LR through the combination of different machine 

learning methods mentioned above, we tuned their parameters to improve model 

performance. As shown in Figure. 9-14, the optimal detection was achieved with KNN 

(n_neighbors=7) and RF (n_estimators=100). For LR, we set max_iter=10000 to ensure 

convergence. 

 

Fig. 9. Classification results for neighbors=3 

estimators=50. 

Fig. 10. Classification results for 

neighbors=3 estimators=100. 

 

Fig. 11. Classification results for 

neighbors=5 estimators=50. 

Fig. 12. Classification results for neighbors=5 

estimators=100. 

 

Fig. 13. Classification results for 

neighbors=7 estimators=50. 

Fig. 14. Classification results for 

neighbors=7 estimators=100. 

 



 

 

Comparative experiments with different oversampling methods. In the field of 

data imbalance by various oversampling methods, this subsection focuses on 

experiments for BorderlineSMOTE, ADASYN, and SVMSMOTE to determine which 

method will be used for oversampling in this paper. 

As shown in Figure 15-Figure 18, both ADASYN and SVMSMOTE do not perform 

as well as BorderlineSMOTE 19 in the setting of this paper, and therefore in the up-

sampling stage, the choice of the BorderlineSMOTE. 

 

Fig. 15. Classification results for 

ADASYN(neighbors=5). 

Fig. 16. Classification results for 

ADASYN(neighbors=7). 

 

 

Fig. 17. Classification results for 

SVMSMOTE(neighbors=5). 

Fig. 18.  Classification results for 

SVMSMOTE(neighbors=7). 

 

Comparative experiments with different similarity calculation method. The 

following experiments were conducted to demonstrate the effectiveness of introducing 

the similarity calculation method and justify why the Pearson correlation coefficient 

was chosen. First, we trained the model without processing the data generated by 

BorderlineSMOTE, as shown in Figure. 19 and Figure. 20 show that the model 

prediction accuracy is improved after the introduction of the Pearson correlation 

coefficient. Secondly, we performed experiments using different correlation 

calculations for data constraints. Thus, as shown by Figure 20-Figure 23, the model had 

the best performance with the Pearson correlation coefficient. 

 

Fig. 19. Classification results while 

BorderlineSMOTE-only. 

Fig. 20. Classification results for orderlineSMOTE 

and Pearson correlation coefficient. 

 

Fig. 21. Classification results for BorderlineSMOTE and 

Jaccard similarity coefficient. 

Fig. 22. Classification results for 

BorderlineSMOTE and Manhattan distance. 

Fig. 23. Classification results for BorderlineSMOTE and Cosine similarity. 



 

 

 

2025 International Conference on Intelligent Computing 

July 26-29, Ningbo, China 

https://www.ic-icc.cn/2025/index.php 

 

 

Comparative experimentas for different thresholds of Pearson’s correlation 

coefficient. In order to determine the prediction results of the final model for Pearson’s 

correlation coefficient with different thresholds, several sets of experiments were 

conducted, and the results were obtained as shown in the table below: 

Table 4. Comparative experiments for different thresholds of Pearson’s correlation coefficient. 

Class Thresho

ld=0.25 

Threshold=

0.3 

Threshold=

0.35 

Threshold=

0.4 

Threshold=

0.45 

Threshold=

0.5 

Normal 95 95 95 94 94 94 

Fuzzers 58 59 58 56 57 56 

Analysis 60 63 63 60 58 56 

Backdoor 68 69 69 65 67 65 

Dos 54 53 54 54 53 55 

Exploits 69 69 66 66 67 68 

Generic 97 97 97 97 98 98 

Reconnaissance 79 80 77 80 79 83 

Shellcode 97 97 97 97 97 97 

Worms 99 100 98 99 98 98 

MCA 77.6 78.2 77.4 76.8 76.8 77 

As can be seen from the table, the model ultimately obtained the best results when 

the threshold value was 0.3, so 0.3 was ultimately chosen as the threshold value. 

Comparison experiment. Figure 24-26 demonstrates the classification results of 

the UNSW-NB15, NSL-KDD, and CIC-IDS2017 datasets under the method proposed 

in this paper. 

 

Fig. 24. Classification results for the UNSW-

NB15 dataset. 

Fig. 25. Classification results for the NSL-

KDD dataset. 

 
Fig. 26. Classification results for the CIC-IDS-2017 dataset. 

Figs. 27-30 show the comparison for UNSW-NB15 dataset between our method and 

the existing methods Stacked ensemble[1], HDLBID[29] and SKM-XGB[30], and it 

can be seen through the figure that our method in this paper has a significant 

improvement in the recall and f1 scores compared to the existing methods, especially 

in the three categories of Analysis, Backdoor and Dos attack types have 42%, 39% and 

25% improvement in detection, respectively. 



 

 

 

Fig. 27. Accuracy comparison across 

methods. 

Fig. 28. Precision comparison across 

methods. 

 

 

Fig. 29. Recall comparison across methods. Fig. 30. F1 comparison across methods. 

 

 

Fig. 31. F1 comparison across methods. Fig. 32. Recall comparison across methods. 

 

 

Fig. 33. Accuracy comparison across 

methods. 

Fig. 34. Precision comparison across 

methods. 

Table 5. Results of Comparison Experiments on the UNSW-NB15 Dataset. 

Methods MCA MCA(F1) MCA(recall) MCA(precision) 

Stacked ensemble[1] 63.7 64.7 63.2 74.0 

HDLBID[29] 61.6 62.4 61.1 79.8 

SKM-XGB[30] 77.2 58.4 77.2 54.4 

Ours 78.2 75.3 78.3 76.4 

In Table 5, we can see that the method in the paper obtains the highest rating under 

the scoring criteria of Mean Class Accuracy (MCA), the evaluation metric proposed in 

this paper. This shows that the method in this paper has improved in dealing with class 

imbalance, which is also supported by the combination of comparative experiments 

such as F1 shown above. 

 

Fig. 35. UNSW-NB15 raw data 

classification results. 

Fig. 36. Classification results after sampling 

on UNSW-NB15. 

Ablation experiments. Ablation experiments were conducted using the method 

proposed in this paper. As mentioned in the previous section, the classification results 

are not very satisfactory when the data generation method is not taken due to the class 

imbalance problem prevailing in the dataset in the intrusion detection domain. Below 

35 is a graph of the classification results performed for the original dataset: 

As shown in Figure 35, the classification model performs poorly on the original 

dataset due to class imbalance. Similar to Normal, Generic, and other more numerous 

classes have higher accuracy rates reaching above 90, but some few classes have even 

single-digit accuracy rates. Therefore, in the follow-up study, we introduced data 



 

 

 

2025 International Conference on Intelligent Computing 

July 26-29, Ningbo, China 

https://www.ic-icc.cn/2025/index.php 

 

 

generation techniques and feature extraction for further research. Some of the 

classification results are plotted below: 

Table 6. Results of Comparison Experiments on the CIC-IDS-2017 Dataset. 

Class Open-set ID[31] MLP-Based ID[32] Ours 

BENIGN 99.4 99.9 100 

Dos Hulk 99.5 99.7 99.8 

PortScan 99.6 99.9 100 

DDoS 99.8 99.8 98.8 

DoS GoldenEye 99.8 99.9 100 

FTP-Patator 99.4 99.9 100 

SSH-Patator 99.2 99.9 100 

DoS slowloris 99.8 99.9 100 

DoS Slowhttptest 99.8 99.9 100 

Bot 68.0 99.6 99.9 

Web Attack Brute Force - 99.2 98.7 

Web Attack XSS 99.8 99.6 99.9 

Web Attack Sql Injection - 99.9 100 

Infiltration 96.3 99.9 100 

Heartbleed 100 100 66.7 

Table 7. Results of Comparison Experiments on the NSL-KDD Dataset. 

Class HDLBID[29] MLP-Based ID[32] SKM-XGB[30] Ours 

Normal 99.5 99.4 98.9 99.1 

Dos 99.8 99.5 99.8 99.8 

Probe 99.2 99.5 99.3 98.9 

R2L 91.6 99.2 96.6 99.8 

U2R 99.8 99.9 86.0 99.7 

 

After introducing the data generation method and the feature extraction module, the 

classification effect has been significantly improved, but the classification effect of 

individual categories is still poor. We speculate whether low-quality samples generated 

in the data generation stage may contaminate the generated data, resulting in these 

categories with not very distinctive features being affected and thus poorly classified. 

Therefore, we introduced a sample constraint scheme to constrain the generated 

samples for further experiments. For the above research method, we obtain the 

following classification result graph, which outperforms the existing classification 

methods under the new evaluation metrics: 



 

 

 

Fig. 37. Classification results for the 

UNSW-NB15 dataset. 

Fig. 38. CNN model classification performance on 

UNSW-NB15. 

Time Complexity Analysis. To evaluate the time complexity of the method in this 

paper, we conducted several experiments with the set parameters. We averaged them to 

obtain the time consumption table shown below: 

Table 8. Time consumption of experimental steps. 

Data Generation Similarity Calculation Model Training Model Prediction 

3.22 2986.48 1075.43 24.02 

Note: All time values are given in seconds (s). 

5 Conclusion 

The class imbalance problem is one of the non-negligible problems in intrusion 

detection systems, and how to solve the problem efficiently is an important topic in 

intrusion detection. In this paper, we improve the BorderlineSMOTE approach by 

constraining the generated samples to obtain higher-quality training data. In the 

subsequent stages, we conduct experiments for various models and select a more 

effective model architecture while confirming the approach’s effectiveness. Finally, we 

propose the Mean Category Accuracy (MCA) evaluation criterion, under which our 

approach outperforms the existing intrusion detection schemes. At the same time, there 

is a significant improvement in the F1 scores for the two attack types, Analysis and 

Backdoor (42% and 39%, respectively). As a result, the method proposed in this paper 

significantly improves the classification results of a few classes. It provides new 

alternatives for relevant applications of intrusion detection systems. In the follow-up 

work, we will work on new data generation methods, plan to improve the data 

generation method based on Generative Adversarial Networks (GAN), and propose 

methods to generate more effective data. 
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