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Abstract. This study presents an innovative text annotation framework for con-

structing knowledge graphs in the Chinese computer science domain, addressing 

challenges such as nested entity resolution and implicit relation extraction in Chi-

nese technical texts. The proposed method integrates relation extraction into 

named entity recognition (NER) via a novel CS+R+BMES tagging schema, 

which extends the BMES (Begin-Middle-End-Single) approach to encode both 

entity boundaries and relation types. By appending a fully connected layer to the 

BERT model, we generate domain-specific word embeddings that align with the 

CS+R+BMES annotation space. These embeddings are then fed into a BERT-

BiLSTM-CRF-PointerNet architecture, where a Pointer Network decodes CRF-

generated labels into structured triples, dynamically resolving nested entities and 

implicit relations through cross-attention mechanisms. Experimental results 

demonstrate a 4.19% F1 score improvement over baseline models, with the pro-

posed model achieving 93.7% F1 for entity-relation extraction. Ablation studies 

confirm the critical role of BERT’s contextual encoding and the Pointer Net-

work’s capability to handle complex linguistic phenomena. Notably, this frame-

work exhibits strong generalizability, enabling cross-domain adaptation to fields 

like software engineering by adjusting entity/relation categories. The constructed 

knowledge graph provides a scalable foundation for educational applications in 

computer science. 
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1 Introduction 

This paper presents BERT-PointerNet, a unified framework for cross-sentence entity-

relation extraction in Chinese computer science texts. To address challenges such as 

nested entity resolution and implicit relation extraction in Chinese technical texts, it 

uses the CS+R+BMES tagging schema which integrates relation extraction into named 

entity recognition, appends a fully connected layer to the BERT model to generate do-

main - specific word embeddings, and applies a BERT - BiLSTM - CRF - PointerNet 

architecture. The Pointer Network decodes CRF - generated labels into structured tri-

ples through cross - attention mechanisms. Experiments show that the model achieves 

an F1 score of 93.7% for entity - relation extraction, with a 4.19% improvement over 

baseline models. Ablation studies confirm the importance of BERT's contextual encod-

ing and the Pointer Network's capabilities. This framework also shows strong general-

izability and can be adapted to other fields, and the constructed knowledge graph pro-

vides a basis for educational applications in computer science[1]. 

This study presents three key innovations. First, it introduces the CS+R+BMES 

(“CS+R+BMES” is a labeling method specifically proposed for text processing in the 

field of computer science.) Text Processing Strategy, tailored to the unique challenges 

of Chinese text processing in the computer science domain, particularly the lack of clear 

word separation. This method enables precise entity recognition and relationship anno-

tation, offering a fresh framework for text analysis in this field. Second, the study opti-

mizes the BERT model by adding a fully connected layer and adapting it to the 

CS+R+BMES system, ensuring accurate mapping to the BMES categories (B, M, E, S) 

and enhancing the model's performance. Finally, the study applies knowledge graphs 

to education, utilizing complex datasets that combine text and images. Unlike previous 

research, which focused on plain text, this approach addresses the complexities of entity 

recognition and relationship extraction in educational documents, offering a novel so-

lution for this domain. Together, these innovations drive advancements in text pro-

cessing, model optimization, and knowledge graph applications in education.  

2 Related Work 

2.1 Knowledge Graph Construction strategy 

The development of domain-specific knowledge graphs like CS-KG, spearheaded by 

Danilo Dessí and collaborators, marks a significant advancement in leveraging natural 

language processing (NLP) techniques for extracting entities and relationships from 

extensive corpora of research papers[5]. By integrating entity and relationship pro-

cessing modules, CS-KG reduces redundancy and noise, delivering high-quality and 

structured data that has proven invaluable for academic research. However, despite its 

technical sophistication and contributions to the academic field, CS-KG’s potential ap-

plications in other critical areas, such as education, remain underexplored. 
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Education, as a domain rich in structured and interconnected knowledge, presents a 

unique opportunity to extend the utility of such methodologies[7]. Unlike academic 

papers, educational materials like textbooks and instructional documents require tai-

lored approaches to handle their domain-specific content effectively. These resources, 

characterized by technical precision and contextual nuances, demand advanced tech-

niques capable of accurately identifying, classifying, and extracting entities and their 

relationships. To bridge this gap, our study aims to adapt the methodological advance-

ments of CS-KG to the practical needs of educational knowledge extraction [8][10]. By 

doing so, we enable the systematic construction of structured knowledge frameworks, 

supporting intelligent processing and enhancing pedagogy. 

2.2 Model Selection and NER Tuning 

BERT model 

The BERT model, known as Bidirectional Encoder Representations from Transform-

ers, was developed by the Google Brain team [11]. BERT learns bi-directional repre-

sentations of language by pre-training deep bi-directional converters, which makes it 

possible to utilize unlabeled text data for efficient language understanding tasks. The 

success of BERT is due to its simple yet powerful concept and new state-of-the-art 

results on a variety of natural language processing tasks [13]. 

BiLSTM-CRF model 

BiLSTM - CRF is a combination where the bidirectional feature extraction ability of 

BiLSTM is combined with the label dependency modeling of CRF [12]. This combi-

nation is specifically designed for sequence tagging tasks, allowing it to analyze the 

sequential nature of text data effectively. 

A BiLSTM-CRF model based on the BERT word embedding 

In order to further improve the accuracy of the named entity recognition task, some 

research teams have adopted the BiLSTM-CRF model based on the BERT word em-

bedding [14]. The advantage of this model is that it combines the BERT pre-trained 

language representation model, which provides a language representation model for 

large-scale unlabeled corpora, with the traditional BiLSTM-CRF architecture, which 

excels in handling sequence annotation tasks. When combining the two, the perfor-

mance of the NER task can be improved by leveraging the latter's powerful sequence 

annotation capabilities [15]. 

2.3 Challenges in Chinese Named Entity Recognition and Our Contribution 

Existing research on knowledge graph construction for the computer science domain 

has primarily focused on English-language resources, with limited attention to the 



unique challenges posed by Chinese texts. Unlike English, Chinese lacks explicit word 

segmentation, making it inherently difficult to identify entity boundaries and relation-

ships. This issue is compounded by the complex grammatical structures and frequent 

use of implicit references in Chinese technical writing, which often lead to entity fold-

ing (overlapping entities expressed as a single surface form) and hidden entity men-

tions (entities referenced indirectly through pronouns or ellipsis). For example, the 

phrase "基于深度学习的自然语言处理模型" contains nested entities ("深度学习", 

"自然语言处理", "模型") that require fine-grained segmentation and semantic analy-

sis. 

3 Methodology 

3.1 Overall framework of the model 

 

Fig. 1.Workflow for Entity-Relationship Extraction Using BERT 

The experimental steps in this paper are roughly divided into the following steps: 

Data collection and preprocessing  

Obtain educational CS books from an open source data center, extract text via OCR 

and merge with plain text data to form an initial data set. 

Data annotation 

Employ a semi-automated multi-model collaboration approach with the CS+R+BMES 

annotation method for detailed annotation on the initial data set. 
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Fine-tuning of BERT 

Add a fully connected layer behind BERT's output layer for classification to make it fit 

the text annotation method used. 

Model pre-training 

Input labeled data into the BERT model for pre-training to make its output closer to the 

features of the annotated text and obtain suitable word embedding vectors. 

Entity-relationship extraction 

A BERT-BiLSTM-CRF-PointerNet architecture is proposed for end-to-end triple ex-

traction. The CRF layer generates CS+R+BMES labels encoding entity/relation bound-

aries, which are then decoded by a Pointer Network into structured triples 

 ),2,2,1,1( reses using BERT's semantic features. This pipeline directly constructs 

an educational domain knowledge graph without heuristic post-processing. 

3.2 BERT model adjustment 

The pre - trained BERT model consists of multiple Transformer encoder layers, 

which can capture rich contextual information from text. This structure models text 

semantic relations, boosting task adaptability. Given a sequence of input tokens x =
[x1, x2, ⋯ , xn], BERT first embeds these tokens into a low - dimensional vector space. 

The input embeddings E are composed of three types of embeddings: token embed-

dingsEtoken, segment embeddingsEsegment, and position embeddings Eposition 

E = Etoken + Esegment + Eposition 



 

Fig. 2. BERT Model Architecture Adapted for CS+R+BMES Annotation 

Insert [𝑪𝑳𝑺]at the sequence start, whose embedding 𝑬[𝑪𝑳𝑺]captures global sequence 
features. 

Use [𝑺𝑬𝑷]at sentence boundaries. Let 𝑬𝑵and 𝑬𝑴′denote token embeddings in the 
sentence; 𝑻[𝑺𝑬𝑷]and 𝑻𝑴′ 

represent [SEP]and model - output feature vectors. This design ensures BERT accurately 
processes non - conventional labeling, mapping outputs to BMES categories like B, M, 
E, Sfor entity boundary identification. 

3.3 BiLSTM-CRF model based on BERT word embedding vector 

The diagram presents the processing flow from input to output: the text is first encoded 

by the BERT Encoder, then features are integrated through the Fully Connected layer 

and Attention mechanism, followed by the extraction of sequential contextual infor-

mation using BiLSTM, and finally, the annotations are generated through decoding 

with CRF to achieve the task of entity relation extraction. 
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Fig. 3. The architecture diagram of the entity relationship extraction model based on BERT-

BiLSTM-CRF. 

Pointer Network for Structured Triple Extraction 

This study introduces a Pointer Network architecture to address the challenges of nested 

entity resolution and implicit relation detection in Chinese computer science texts, over-

coming the limitations of traditional sequence labeling approaches. The Pointer Net-

work operates as a post-processing module that leverages dynamic attention mecha-

nisms to decode CRF-generated labels and BERT contextual embeddings into struc-

tured triples. 

The core innovation lies in the cross-attention decoding mechanism, which computes 

attention weights αi,j = softmax(Wahi + Ualj) by integrating BERT semantic vec-

tors hiwith CRF labels lj. This allows the model to capture spatial correlations between 

entity tags (e.g., B-Technology) and relation tags (e.g., B-R-Develops), enabling pre-

cise alignment of entities and their relationships. 

To handle nested entities, the Pointer Network employs a hierarchical span selection 

strategy. By maximizing:   

Span(s, e) = arg max
s<e

∑ αt,EntityTag

e

t=s

 

the model dynamically identifies entity boundaries while respecting hierarchical 

structures (e.g., distinguishing B-Technology containing B-Method). This attention-



based localization ensures accurate parsing of overlapping entities without relying on 

heuristic rules. 

 

Fig. 4. The overall operational data flow of the BERT-BiLSTM-CRF-Pointer Network model. 

The character positions are based on the BERT tokenization results, with each token 

corresponding to one character.The end-to-end architecture (as shown in Fig.4) directly 

converts raw text into triples such as {(0,5,7,12,Supports)} from the input 

"基于深度学习的自然语言处理模型", demonstrating its capability to handle com-

plex linguistic phenomena. By eliminating intermediate post-processing steps, the 

Pointer Network reduces error propagation and improves extraction efficiency while 

maintaining computational scalability. 
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4 Experiments 

4.1 Data processing work 

Th This experiment downloads computer science PDF teaching books from open-

source datasets, parses PDF structures to extract and convert text into TXT files, ad-

dressing the limitation that existing NER/RE methods underperform on complex com-

puter science texts due to their unique structural and semantic complexities. To solve 

this, the study introduces the CS+R+BMES annotation approach, which integrates 

BMES entity boundary tags (B/M/E/S) with relation-specific tags to encode both entity 

details and relational semantics in a unified sequence labeling framework, streamlining 

extraction for diverse computer science entity classes and improving annotation con-

sistency/accuracy for high-quality input in subsequent experiments. 

Table 1. ENTITY TABLE 

Entity List Description 

Technology 
Specific technologies or tools that form the basis for implementing computer 

science theories and applications. 

Theory 
Areas such as algorithm theory and computational theory, which are the foun-

dations of computer science. 

Person 
Scientists and engineers who have made significant contributions to computer 

science. 

Publication 
Important media for disseminating knowledge and research findings in com-

puter science. 

Event Important events or discoveries in the history of computer science. 

Area Different research areas within computer science. 

Component Hardware or software components that make up computer systems. 

Structure The organizational structure within computer systems. 

Problem Specific problems that arise in the field of computer science. 

Algorithm Specific steps and methods for solving problems. 

Method Methods for implementing specific functions or solving specific problems. 

Effect The results or impacts after the implementation of technologies or methods. 

Perfor-

mance 

The efficiency and speed at which computer systems, software, or hardware 

components perform tasks. 

Metric 
Specific numerical values or standards for measuring and assessing perfor-

mance, effects, or quality. 

As shown in Table 1, the classification system is based on the characteristics of the 

computer science domain and divides the entity categories, aiming to reflect the gener-

alization of the various types of entities within the domain. Table 2, on the other hand, 

demonstrates the relationship categories, which cover the various connections that may 

exist between entity categories. Table 3 presents the BMES annotation system, explain-

ing in detail the specific meaning of the four different annotations in the system.The 

method comprehensively considers the characteristics of the computer science domain,  



Table 2. RELATIONSHIP TABLE 

Relationship 

List 
Description 

Develops The development relationship of technology or theory. 

Belongs_to The relationship that a technology is part of a larger technology or area. 

Publishes The publication relationship of academic works or findings. 

Solves The relationship where a theory or technology addresses a problem. 

Improves 
The relationship where one technology or theory is an improvement over 

another. 

Influences The impact of one theory, technology, or person on another. 

Implements 
The implementation of an algorithm or technology in specific hardware 

or software. 

Depends_on 
The dependency of a technology or system on another technology or com-

ponent. 

Optimizes 
The use of one technology or method to enhance the performance of an-

other. 

Measures The use of a metric to assess the performance of a technology or system. 

Contributes_to The contribution of a person to a technology, theory, or field. 

Related_to The correlation between two areas, technologies, or problems. 

Prerequisite_for One technology or theory being a prerequisite for another. 

Integrates 
The incorporation of a technology or component into a larger system or 

platform. 

Follows The adherence of a technology or method to a specific theory or standard. 

Extends The expansion of one technology or theory beyond another. 

Replaces One technology or method replacing an outdated one. 

Supports 
The support of one technology or system for another technology or appli-

cation. 

Affects The impact of one technology or method on the effects or outcomes. 

Table 3. BMES TAGGING TABLE 

BMES Tagging Description 

B Start of an entity or relationship 

M Middle part of an entity or relationship 

E End of an entity or relationship 

S Single character entity 

O Character that does not belong to any entity or relationship 

 

and provides a solid foundation for subsequent natural language processing tasks 

through fine-grained entity recognition and relational labeling. 

After data pre-processing, the initial open-source e-book data was converted into 

computer-readable text data, a process that is crucial as it ensures the readability and 

usability of the data. Subsequently, we adopted the CS+R+BMES annotation method. 
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First, we performed some manual annotation to generate example text data (about 135 

copies) that had been labeled by the CS+R+BMES method. 

 

Fig. 5. Semi-Manual Labeling Workflow: Teacher-Student Model for Dataset Annotation in CS 

Domain. 

In previous research, many scholars have proposed various multi-model collaboration 

strategies aimed at improving the efficiency and accuracy of annotation tasks.One such 

strategy involves using a “teacher model” with a large parameter scale to guide other 

smaller, more specialized “student models”[20]. These student models usually focus on 

specific types of data or tasks, and by drawing on the knowledge and capabilities of the 

teacher model, they can improve overall task performance[20]. 

4.2 Exploiting Multi-Task Learning in BERT Model Pre-Training 

This step aims to process CS+R+BMES-annotated text through a BERT pre-training 

model and add a fully-connected layer after BERT's output layer to generate word vec-

tors aligned with the annotated corpus. Using a multi-task learning approach in pre-

training, the model incorporates Masked Language Model (MLM) and Next Sentence 

Prediction (NSP) tasks to enhance downstream task performance. After pre-training 

BERT on CS+R+BMES-labeled text to obtain corresponding word vectors, these vec-

tors are input into a BiLSTM layer for semantic encoding and decoded via a CRF layer 

to output the most probable label category for each character. 

4.3 BiLSTM-CRF neural network model with the CRF output 

In the experiments, the BERT-BiLSTM-CRF model fixes BERT parameters while up-

dating those of the BiLSTM-CRF part to leverage BERT's pre-trained semantic capa-

bilities and optimize contextual information extraction and tag sequence generation via 

BiLSTM-CRF. Comparative studies with BiLSTM-CRF and CNN+BiLSTM+CRF 

models are conducted to evaluate performance. Through parameter tuning, optimal con-

figurations are determined: batch size 128 (balancing memory and efficiency), se-

quence max_length 512 (handling long texts without resource waste), dropout rate 0.2 

(preventing overfitting), learning rate 0.01 (controlling weight update steps), and 256 



LSTM units (capturing complex sequence dependencies efficiently), enabling excellent 

training performance and validation results. 

4.4 Pointer Network for Structured Triple Extraction 

To address the limitation of traditional sequence labeling approaches in directly gener-

ating structured triples, this study introduces a Pointer Network as a post-processing 

module following the CRF layer. The Pointer Network is designed to decode the CRF-

generated label sequences and BERT-derived contextual embeddings into explicit en-

tity-relation triples, thereby bridging the gap between sequence annotations and 

knowledge graph construction. 

5 Results and Discussion 

5.1 Method for assessing the model performance 

We have chosen the BiLSTM-CRF and CNN+BiLSTM+CRF models as benchmarks. 

By comparing the performance of these models on the aforementioned evaluation met-

rics, we are able to gain an in-depth understanding of the advantages and potential room 

for improvement of the models proposed in this study with respect to existing tech-

niques. 

This paper introduces the following evaluation indexes to evaluate the final classifi-

cation effect of the classifier: 

precision: 

FPTP

 TP
  = Precision 

+
 

Recall：  

FNTP

 TP
  =  Recall

+
 

F1 Evaluation value: 

Recall+Precision

 Recall×Precision×2
  =  F1  

5.2 Interpretation of result 

In order to evaluate the performance of the proposed model, this study designed a series 

of comparison experiments to compare the performance of this model with two existing 

models:BiLSTM-CRF and CNN+BiLSTM+CRF[19][18].  
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Fig. 6.Comparison of ternary group extraction test results for three models 

Data analysis shows the BERT-BiLSTM-CRF model achieves 93.9% precision, 93.5% 

recall, and 93.7% F1 score in entity-relation extraction, outperforming traditional 

BiLSTM+CRF and CNN+BiLSTM+CRF models: the CNN-based model sees an F1 

drop to 88.1% (precision 87.3%, recall 88.9%), while integrating BERT into BiLSTM-

CRF boosts F1 by 4.19 percentage points, indicating BERT enhances the model's abil-

ity to capture text relationships and semantic understanding effectively. 

Table 4. Predictive results of the BERT-BiLSTM + CRF model for the principal entities  

and their relationships 

Relationship List Precision/% Recall/% F1 -score/% 

Develops 97.30 95.32 95.63 

Belongs_to 93.36 92.11 92.73 

Publishes 98.07 96.72 97.39 

Solves 89.67 89.65 89.66 

Uses 86.63 84.30 85.45 

Improves 96.23 94.74 95.48 

Influences 89.49 80.74 84.89 

Implements 98.64 96.72 97.67 

Depends_on 91.47 84.21 87.69 

Optimizes 90.99 87.44 89.18 

Measures 95.44 93.09 94.25 

Contributes_to 97.14 93.75 95.37 

Prerequisite_for 83.12 72.41 77.38 

Integrates 81.34 80.05 80.69 

Follows 89.24 86.96 87.63 

Extends 91.73 84.96 88.17 

Replaces 88.59 85.73 87.13 

Supports 92.73 90.69 91.69 

 



5.3 Ablation experiment 

In order to gain a deeper understanding of the function of each module in the BERT-

BiLSTM-CRF model and its contribution to the model performance, we designed a 

series of ablation experiments. These experiments were conducted by removing the key 

components of the model one by one, the bidirectional long and short-term memory 

network layer (BiLSTM layer) and the BERT-based word embedding layer, to observe 

the impact of these changes on the model's performance in entity recognition and “Prob-

lem” named entity and ‘Solves’ relationship co-extraction task. Specifically, we ran the 

BiLSTM-CRF model and the BERT-BiLSTM model on the test set and compared their 

performance with the full BERT-BiLSTM-CRF model. The experimental results (see 

Table 6) show that removing the BiLSTM layer has a relatively small impact on the 

joint extraction task, with the F1 value dropping only slightly from 93.56% to 90.83%, 

while the impact on the entity recognition task is even more limited. In contrast, when 

the BERT-embedding layer was removed, the BiLSTM-CRF model showed a signifi-

cant decrease in performance on both tasks. This result emphasizes the importance of 

BERT models in providing rich semantic information about word vectors, which is 

consistent with what we observed in our ternary extraction experiments. These findings 

further confirm the critical role of the Chinese language model BERT in enhancing the 

model's ability to learn the mapping relationships between characters, symbols and en-

tity naming, and relational labels in utterances in the field of computer science, which 

steadily improves the overall performance of the model. 

Table 5. Predictions of different models 

 

Task Evaluationindex 
BiLSTM

+CRF 

BERT-

CRF 

BERT-

BiLSTM 

BERT-

BiLSTM+CRF 

Entity recogni-

tion 

Accuracy rate /% 

Recall rate /% 

72.82 

79.25 

98.30 

94.85 

93.57 

97.50 

95.54 

98.30 

F₁ score /% 75.86 96.52 95.45 96.87 

Entity recogni-

tion and 

relationship 

joint 

extraction 

Accuracy rate /% 

Recall rate /% 

59.86 

65.12 

91.94 

89.88 

91.19 

91.37 

93.78 

93.34 

F₁ score /% 62.38 90.83 91.28 93.56 

5.4  Construction of Knowledge Graph 

In this paper, after completing the validation process, the entities and their relation-

ships in the collected data were parsed and extracted. Subsequently, these data were 

stored in the form of triples in the Neo4j graph database using the Cypher query lan-

guage. Specifically, Cypher's LOAD CSV functionality was utilized in this paper. This 

process first involves exporting the parsed entity nodes and relationship data to CSV 

format files respectively, and storing them in the import directory of the Neo4j data-

base. Next, the Nodes and Relationships are imported into the database by executing 
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the LOAD CSV command. In this way, the connections between entities are effectively 

stored in the Neo4j graph database, which in turn constructs a knowledge graph for the 

computer science (CS) domain, as shown in Figure 7. 

 
Fig. 6. Chinese Knowledge Graph in Computer Science (Partial) 



 
Fig. 8. Chinese Knowledge Graph in Computer Science (Global Perspective) 

Fig. 8 , visually encapsulates the comprehensive structure of the constructed com-

puter science domain knowledge graph. The graph employs a multi-colored node sys-

tem, where each node represents distinct entity categories defined in the CS+R+BMES 

schema. These nodes are interconnected by directed edges labeled with predefined re-

lationships, explicitly mapping the semantic connections extracted via the Pointer Net-

work’s cross-attention mechanism. 

5.4 Discussion 

Overall, the innovative annotation method proposed in this study significantly improves 

the model's ability to understand entities in the computer science (CS) domain. By op-

timizing the BERT model, the method further enhances the model's adaptability to new 

annotation strategies, resulting in better output results. 
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From a methodological point of view, this study proposes an innovative annotation 

method specifically for CS domain texts, accompanied by a complete set of processing 

flows. These methods and processes provide valuable references for future scholars 

conducting entity extraction research in the CS domain. 

As far as the results are concerned, the present method shows obvious superiority 

over traditional methods in the CS domain. However, in terms of entity recognition 

under fuzzy conditions, although the labeling method is able to recognize most of the 

entities, there is still room for improvement in the performance of the model when deal-

ing with overlapping entities and complex relationships. This suggests that although the 

labeling approach has achieved some success in recognizing entities, the model still 

needs further optimization and improvement when facing more complex entities and 

relationships. Notably, the proposed annotation scheme and model architecture demon-

strate strong generalizability—by adjusting entity categories and relation types, this 

framework can be readily adapted to other technical domains such as software engi-

neering or data science, offering a scalable solution for cross-domain knowledge graph 

construction. 
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