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Abstract. The existing image steganography will inevitably cause modification 

traces to the cover image, resulting in the risk of secret information leakage. 

Therefore, this paper proposes a color image steganography algorithm based on 

Makeup Transfer Network and multi-scale feature fusion. This paper aims to 

achieve the embedding of secret image in the process of makeup transfer. Spe-

cifically, the secret image is initially mapped into its latent representation, then, 

it performs multi-scale feature fusion with makeup features to generate a 

makeup-ed stego image, resulting in the excellent quality of steganographic im-

age and the high imperceptibility of secret information. Moreover, the Infor-

mation Compensation Network (ICN) was constructed for deep fine-grained fea-

ture fusion, by using the differences between the original and rebuilt secret infor-

mation as network loss, the information of secret image is comprehensively com-

pensated and its quality is further improved. Experimental results show that the 

proposed scheme exhibits superior image quality on both the target image and 

the recovered secret image, thus providing good security. 

Keywords: Steganography, Makeup transfer, Information compensation, Multi-

scale feature fusion. 

1 Introduction 

Data hiding technology is an algorithm that can embed data into media and extract data 

effectively, which is mainly used for ownership protection, identity verification, secret 

communication and other purposes [1] [2] [3]. However, traditional data hiding tech-

nologies often face problems such as low embedding capacity and poor robustness. 

Therefore, image steganography has been proposed, which can not only realize the pro-

tection of secret information, but also hide the embedding behavior of secret infor-

mation [4]. 



Early image steganography is mostly based on heuristic image steganography meth-

ods, such as HUGO [5], WOW [6], S-UNIWARD [7], Hill [8], etc. These schemes 

involve adaptively modifying the pixel values or frequency coefficients of the cover 

image according to a predesigned secret data embedding constraint function, and dy-

namically adjusting the data embedding cost to reduce the detection probability of the 

steganalyzer. By decomposing steganography into secret data encoding and embedding 

distortion minimization, these methods achieve a high degree of indistinability in ap-

pearance, but face problems such as limited capacity and poor steganalysis resistance. 

Therefore, steganography based on deep learning has been widely studied in recent 

years. Baluja et al. [9] constructed multiple deep neural networks for image prepro-

cessing and information hiding, which effectively enhanced the quality of stego images. 

In addition to the image quality of the stego image, the security of the stego image is 

also a key metric to consider. Zheng et al. [10] developed a component-aware image 

steganography to achieve visual security and resistance to deep steganalysis through 

self-generated supervision. They also improved the naturalness of stego images and 

ensured high steganographic capability by fusing rule-based synthesis methods and 

generative adversarial networks. Recently, in order to reduce the image distortion 

caused90 by the steganography algorithm in the process of large-capacity information 

embedding and enhance the anti-steganalysis ability of the generated stego image, Ma 

et al. [4] proposed a large-capacity differential steganography algorithm for color im-

ages based on multiple adversarial networks. The information hiding was completed by 

embedding the secret information into the differential plane generated by the two most 

similar channels of the cover image. Thus, the distortion of the stego image is mini-

mized. 

However, there is still a significant security risk with the above approach: if an at-

tacker can obtain the original cover image, they can distinguish the stego image from 

the cover image by analyzing the differences in the histogram distribution. Therefore, 

embedding secret information into any region of the cover image will inevitably change 

the cover image itself. If the original cover image is corrupted, steganography will be 

easily detected. Therefore, steganography based on style transfer came into being. They 

embedded secret information into the cover image, and then stylized it to eliminate the 

disturbance of the secret information to the cover image [11] [12]. Recently, Shi et al. 

[13] proposed a steganography strategy based on style transfer. Steganography tools 

masquerade as deep neural networks (DNNS) that perform style transfer tasks. How-

ever, the style transfer steganography produced by their strategy has poor visual effect, 

and the embedded secret information is a binary watermark, which can not meet the 

requirements of large-capacity embedding scenes. 

In this paper, an image steganography method based on makeup transfer and multi-

scale feature fusion is proposed. In the process of beautifying the face without makeup, 

the generation features of the secret image and the makeup features are multi-scale 

fused, so as to avoid direct modification of the cover image. Compared with the existing 

methods of modifying image content to achieve data embedding, the proposed method 

is more secure. Compared with the most advanced style transfer steganography strat-
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egy, our proposed strategy has a strong embedding ability, and the resulting stego im-

ages have a better visual effect, realizing reliable visual optimization of the original 

images. The main contributions proposed in this paper are as follows: 

• We propose a steganographic algorithm for same-size color images based on makeup 

transfer and multi-scale feature fusion. By multi-scale feature fusion of secret image 

generation features and makeup features, the secret image was embedded during 

makeup transfer to realize data hiding, and the makeup-ed stego image is generated. 

The direct modification of the carrier image pixels is avoided, which significantly 

reduces the image distortion caused by large-capacity data embedding, and improves 

the visual effect of makeup-ed stego image. 

• The Multi-scale Feature Fusion Transfer Module (MFFTM) was designed to embed 

secret information under the premise of ensuring the makeup effect. The multi-scale 

feature fusion strategy is used to map the secret image into potential features. During 

the upsampling process, the potential features and makeup features of different 

scales of secret images are fully fused to realize the synchronization of makeup trans-

fer and secret image embedding. 

• In order to improve the image quality of the reconstructed secret image, Information 

Compensation Network (ICN) is introduced. Through ICN, part of the secret infor-

mation lost in the makeup transfer process is embedded back into the makeup-ed 

stego image, which ensures the integrity of the secret image embedding and further 

improves the image quality of the reconstructed secret image. 

2 Proposed Scheme 
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Fig. 1. Overview of the proposed model. 

The aim of this study is to design a steganographic network that can realize both image 

style transfer and data embedding. Our proposed steganography strategy, as shown in 

Figure 1, systematically consists of three subnetworks: Makeup Transfer Network 

(MTN), Information Compensation Network (ICN), and Secret Image Extraction Net-

work (SIEN). In MTN, the non-makeup image 𝑋𝑐, makeup image 𝑌𝑐 and their corre-

sponding masks 𝑋𝑠 and 𝑌𝑠 are taken as inputs, and the features of the images and their 

corresponding masks are fused by a series of convolutional blocks, and then the image 

features are transformed and aligned by calculating the symmetry relationship between 

the feature maps. Make the facial features of the face without makeup and the face with 



makeup correspond to each other, and generate the makeup fusion feature figure 𝑋𝑌. 

Finally, the MFFTM realizes the dual functions of makeup transformation and secret 

information embedding at the same time, and obtains the initial makeup-ed stego image 

𝐼𝑠. However, considering that the makeup transfer process may interfere with the em-

bedded secret information, and thus lead to information loss, we designed ICN to em-

bed the residual information of the secret image into the initial makeup-ed stego image 

𝐼𝑠, perform information compensation, and generate the final makeup-ed stego image 

𝐼𝑠
′. SIEN is a deep learning network based on U-Net architecture. By introducing atten-

tion mechanism in the process of down-sampling and up-sampling, the expression abil-

ity of images is significantly enhanced. Steganographic images are fed into SIEN as 

inputs to reconstruct secret images from the makeup-ed stego image 𝐼𝑠
′. 

2.1 Multi-scale Feature Fusion Transer Module (MFFTM) 
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Fig. 2. The workflow of the multi-scale feature fusion transfer module. 

The migration architecture plays a crucial role in generating the quality of makeup 

transfer images embedded with secret information. Specifically, a precise balance needs 

to be achieved between the effect of makeup transfer and the quality of the resulting 

image after embedding the secret information. Inspired by [14], this paper designed a 

multi-scale feature fusion transfer module (MFFTM) to achieve the dual goals of 

makeup transfer and secret information embedding. The overall framework of the pro-

posed MFFTM is shown in Fig.2. 

In MFFTM, by using multiple spatially adaptive denormalization (SPADE) blocks 

[15], the style features of the reference makeup image and the content features of the 

non-makeup image are fused at multi-scales to gradually generate natural makeup ef-

fects. Each SPADE block not only injects makeup style features, but also incorporates 

secret image features of different scales to achieve effective embedding of secret infor-

mation. 

For better feature fusion, feature extraction is first done by an independent encoder 

before the input data enters the MFFTM. Specifically, we design face encoder 𝐸𝑐 and 

secret encoder 𝐸𝑠 to extract the content features of non-makeup images and the embed-

ded features of secret images, respectively: 

𝐹𝑐
𝑋 = 𝐸𝑐(𝑋𝑐), 𝐹𝑠 = 𝐸𝑠(𝑆)                                           (1) 
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In each SPADE block, the normalized non-makeup feature map 𝐹𝑐
𝑋 and makeup 

fusion feature map 𝑋𝑌 are fused, and high-resolution feature maps are generated by 

layer by layer sampling, and a makeup-ed stego image with a resolution of 256×256 is 

finally output. The specific structure of the SPADE block is shown in Fig.3. 
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Fig. 3. The SPADE block structure. 

Specifically, we use a multi-layer perceptron MLP (including a 3×3 convolution 

and a RELU activation function) to extract the underlying information of makeup fu-

sion feature map 𝑋𝑌, which mainly includes features of various areas of the face, and 

then pass the output of the MLP through two convolution layers to generate a scale 

factor 𝛾 and a bias parameter 𝛽, respectively. Finally, the normalized non-makeup fea-

ture map 𝐹𝑐
𝑋 is fused with 𝛾 and 𝛽, and the specific formula is as follows: 

𝐹𝑜𝑢𝑡 = 𝑁𝑜𝑟𝑚(𝐹𝑐
𝑋)(1 + 𝛾) + 𝛽                                       (2) 

where, 𝛾 represents the zoom ratio required in the makeup transformation, which con-

trols the adjustment of brightness, contrast and other features of the final output image, 

and 𝛽 corresponds to the tone change in the makeup adjustment process, which carries 

out translation operation on the color value of the output image. 

At the same time, the secret image feature map 𝐹𝑠 of different scales is further 

fused with the makeuped results obtained by each SPADE module to ensure that the 

secret information can be embedded in the final makeup-ed stego image. After multi-

scale feature fusion processing of multiple SPADE ResNet blocks, the initial makeup-

ed stego image 𝐼𝑠 with secret information is finally generated. This multi-scale feature 

fusion strategy can not only generate realistic makeup effects, but also ensure that the 

embedding process of secret information and the makeup transfer operation are co-op-

timized, which improves the quality and steganography performance of the makeup-ed 

stego images. 

2.2 Construction of Information Compensation Network 

In MFFTM, the core task of makeup transfer is to embed secret information while ap-

plying makeup. However, under the premise of ensuring the makeup effect, it will in-

evitably lead to the loss of deep features of secret information, which will affect the 

quality of extracted information. In order to solve this problem, we construct the Infor-

mation Compensation Network (ICN) based on the steganography strategy in [4], 

which aims to effectively compensate the secret information lost in the makeup transfer 



process. ICN consists of an encoder part and a decoder part, and the encoder part in-

cludes four downsampling modules, each of which consists of a 4 × 4 convolution, a 

Bach Normaliozation normalization layer, and a LeakyReLU operation. The decoder 

part consists of four upsampling modules, each of which includes a 4×4 transposed 

convolution, a Bach Normaliozation normalization layer, and a ReLU activation func-

tion. The encoder component is used to extract basic features from the input data, while 

the decoder component is tasked with reconstructing these features into the spatial 

structure of the original input. The workflow of ICN can be stated as follows: 

Firstly, in order to obtain the lost secret information, the secret image is extracted 

from 𝐼𝑠 through the secret image extraction network (SIEN, See the next section for 

details), and the residual calculation is performed with the original secret image S , 

which is defined as follows: 

𝑟 = 𝑆 − 𝑆𝐼𝐸𝑁(𝐼𝑠)                                               (3) 

where, r represents the lost secret information. 

Then, the secret information residual r and 𝐼𝑠 are concatenated in the channel dimen-

sion and sent to ICN for feature compensation, and the makeup-ed stego image con-

taining the compensated secret information 𝐼𝑠
′ is generated, which is defined as fol-

lows: 

𝐼𝑠
′ = 𝐼𝐶𝑁(𝑟, 𝐼𝑠)                                               (4) 

2.3 Secret Image Extraction Network (SIEN) 

The recovery ability of secret information is an important index to evaluate the perfor-

mance of steganography schemes. In order to improve the accuracy of secret infor-

mation extraction, the secret image extraction network (SIEN) needs to ensure that the 

extracted secret image has a higher similarity with the original secret image. Therefore, 

this paper adopts a similar architecture as ICN as the secret image extraction network. 

It is worth noting that in the up-down sampling process, in order to better retain the 

details of the image, a feature fusion module is added. In addition, in the jump connec-

tion of the upsampling stage, the channel attention mechanism [17] is introduced to 

extract the key information more effectively, so as to improve the quality and recovery 

ability of the extracted image. The process of reconstructing the secret information is 

as follows: 

𝑆𝑟𝑒𝑣 = 𝑆𝐼𝐸𝑁(𝐼𝑠
′)                                               (5) 

where, 𝑆𝑟𝑒𝑣  represents the reconstructed secret image. 

2.4 Loss Function 

The loss function is an important part of the image steganography scheme based on 

makeup transfer and multi-scale feature fusion, which is mainly divided into the total 
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loss of makeup transfer module, and the total loss of information compensation network 

and secret image extraction network. 

 

 

2.4.1. Loss of makeup transer network.  

In order to optimize the quality of the generated makeup-ed stego image, this paper 

defines the total loss of the makeup transfer module, which can be expressed as 𝐿𝑚 and 

is mainly composed of the weighted sum of three parts, as shown in (6). 

𝐿𝑚 = 𝜆1𝐿𝑠𝑡𝑦𝑙𝑒 + 𝜆2𝐿𝑐𝑜𝑛𝑡𝑒𝑛𝑡 + 𝜆3𝐿𝐻𝑖𝑑𝑒                                 (6) 

The makeup loss 𝐿𝑚, is used to ensure that the generated initial makeup-ed stego 

image 𝐼𝑠 is consistent with the reference makeup image 𝑌𝑐 in color and style. To this 

end, we use the paired dataset provided by [14], in which each pair of face 𝑋𝑐 with non-

makeup and face 𝑌𝑐 with makeup will have a corresponding distorted face 𝑋𝑦, as a cri-

terion to improve the image quality of the generated initial makeup-ed setgo image 𝐼𝑠. 

To constrain the color similarity between 𝑋𝑌 and 𝑋𝑦 we introduce Spatial Profile Loss 

(SPL) [16] to measure the color loss during makeup transfer: 

𝐿𝑠𝑡𝑦𝑙𝑒 = 𝑆𝑃𝐿(𝑋𝑌, 𝑋𝑦)                                             (7) 

SPL optimizes the color fidelity and detail consistency of the generated image in 

different Spaces and scales by calculating the difference between 𝑋𝑌 and 𝑋𝑦 in RGB 

color space, YUV color space and the gradient in YUV space. 

The content loss 𝐿𝑐𝑜𝑛𝑡𝑒𝑛𝑡  is used to ensure that 𝐼𝑠  is consistent with the non-

makeup image 𝑋𝑐 in content information, SPL loss is also used to calculate the content 

loss between the intermediate result semantic feature maps 𝑋𝑌 and 𝑋𝑐: 

𝐿𝑐𝑜𝑛𝑡𝑒𝑛𝑡 = 𝑆𝑃𝐿(𝑋𝑌, 𝑋𝑐)                                             (8) 

Steganographic loss 𝐿𝐻𝑖𝑑𝑒  aims to ensure that the makeup effect of the generated 

image is not destroyed in the process of embedding the secret image. In order to achieve 

this goal, a separate makeup module is added, which generates a pure makeup-ed image 

𝐼 without embedding the secret image through MTN, and uses 𝐼 to constrain the em-

bedding effect of 𝐼𝑠. The steganographic loss is mainly composed of MSE loss and 

VGG loss. 

𝐿𝐻𝑖𝑑𝑒 = 𝐿𝑀𝑆𝐸 + 𝐿𝑉𝐺𝐺                                               (9) 

𝐿𝑀𝑆𝐸 = 𝑀𝑆𝐸(𝐼, 𝐼𝑠) =
1

𝑁
∑ (𝐼(𝑖) − 𝐼𝑠(𝑖))

2𝑁
𝑖=1                         (10) 

𝐿𝑉𝐺𝐺 = 𝑉𝐺𝐺(𝐼, 𝐼𝑠) =
1

𝑁𝑙
∑ ‖𝜙𝑙(𝐼) − 𝜙𝑙(𝐼𝑠)‖

𝐿
𝑙=1 𝐹

2
                    (11) 

where, 𝑁 represents the total number of pixels in the image and 𝜙𝑙(⋅)represents the 

features extracted by the 𝑙TH layer of the VGG16 network. 𝑁𝑙 represents the product 



of the total number of channels, width and height of the feature at layer 𝑙, and ‖⋅‖𝐹
2  

represents the Frobenius norm, which is the sum of element squares. 

 

 

2.4.2. Loss of Information Compensation Network and Secret Image Extraction 

Network.  

In order to ensure the quality of the stego image and the extracted image, we jointly 

train the information compensation network and the secret extraction network, and the 

total loss of these two modules is defined as 𝐿ℎ𝑟 , as shown in (12). 

𝐿ℎ𝑟 = 𝜆4𝐿ℎ + 𝜆5𝐿𝑟                                               (12) 

Embedding loss 𝐿ℎ is used to ensure that the stego image will not be visually de-

tected as containing secret information, requiring that the stego image and the cover 

image cannot be distinguished, defined as follows: 

𝐿ℎ = 𝑀𝑆𝐸(𝐼𝑠 , 𝐼𝑠
′) + 𝑉𝐺𝐺(𝐼𝑠, 𝐼𝑠

′) + 𝐿𝑇𝑉 + 𝐿𝑆𝑇                        (13) 

In addition to the MSE loss and VGG loss, we also introduce the total variation loss 

(TV loss) to minimize the absolute difference between adjacent pixels in the horizontal 

and vertical directions of the image, ensuring that the generated image is more natural 

and avoiding excessive artifacts or noise due to secret information embedding. The total 

variation loss 𝐿𝑇𝑉 is defined as follows: 

 

(14) 

where, 𝐼𝑠
′ size is C×H×W, C is the number of channels, H is the height, and W is the 

width. 

In addition, in order to ensure that the makeup effect is not affected and that 𝐼𝑠
′ and 

𝐼𝑠 are as consistent as possible in style, style loss is also introduced, which measures 

the difference between 𝐼𝑠
′ and 𝐼𝑠 Gram matrix by MSE. Style loss 𝐿𝑆𝑇 is defined as 

follows: 

𝐿𝑆𝑇 = ∑ ‖𝐺
𝐼𝑠

′
(𝑙)

− 𝐺𝐼𝑠

(𝑙)
‖𝑙

2

2

                                            (15) 

where, 𝐺𝑥
(𝑙)

 represents the Gram matrix of image x at the l-th layer. 

The secret image recovered from the stego image must have high visual quality and 

be as identical as possible to the original secret image, and the extraction loss 𝐿𝑟 is 

described as follows: 

𝐿𝑟 = 𝑀𝑆𝐸(𝑆, 𝑆𝑟𝑒𝑣) + 𝑉𝐺𝐺(𝑆, 𝑆𝑟𝑒𝑣)                                  (16) 

𝐿𝑇𝑉 = 𝑇𝑉(𝐼𝑠
′ ) =  (   (𝐼𝑠

′ )𝑖 ,ℎ ,𝑤+1 − (𝐼𝑠
′)𝑖,ℎ ,𝑤  

𝑊−1

𝑤=1

+

𝐻−1

ℎ=1

   (𝐼𝑠
′)𝑖,ℎ+1,𝑤 − (𝐼𝑠

′)𝑖,ℎ ,𝑤  

𝑊−1

𝑤=1

𝐻−1

ℎ=1

)

𝐶

𝑖=1
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3 Experiments 

3.1 Experimental setting 

For the dataset, we choose SSAT [14] as the dataset of makeup transfer. SSAT includes 

300 non-makeup images and 300 makeup images, which means there are a total of 

90,000 sets of makeup transfer data, and the widely used dataset ImageNet is used as 

the secret image dataset for network training. For testing, we systematically constructed 

3,000 sets of makeup transfer data by exhaustively pairing each of the 300 non-makeup 

images with 10 randomly selected makeup images from the SSAT dataset.  Similarly, 

3,000 color images were randomly selected from ImageNet as secret images for perfor-

mance evaluation. During the training process, all trainable parameters are initialized 

normally and trained using the Adam optimizer with 𝛽1 = 0.5 and 𝛽2 = 0.999. For the 

total loss 𝐿𝑚 of the makeup transfer module, we set 𝜆1 = 1, 𝜆2 = 1, 𝜆3 = 1 to balance 

the different loss functions; For the total loss 𝐿ℎ𝑟  of the information compensation net-

work and the secret extraction network, we set 𝜆4 = 1 and 𝜆5 = 0.75. The whole net-

work framework is implemented by pytorch and is iterated 90,000 times on a single 

RTX 3090 GPU card with 24GB VRAM, with the learning rate fixed at 0.0002 and 

batchsize set to 1. 

3.2 Performance Analysis of the proposed scheme  

The purpose of this paper is to realize the embedding operation of secret information 

while makeup transfer, while ensuring the image quality of reconstructed secret image. 

In order to verify the effectiveness of the designed information compensation network, 

we remove the information compensation network to analyze the impact of the com-

pensation operation. In this case, we directly skip the ICN and input the initial makeup-

ed stego image 𝐼𝑠 into SIEN to extract the secret information. The comparison results 

are shown in Fig.4. (a) "Non-makeup" represents the image without makeup. (b) 

"Makeup" represents the reference makeup image. (c) "Secret images" represents the 

original secret image. (d) "𝐼𝑠" represents the initial makeup-ed stego image generated 

without information compensation. (e) is the residual between the extracted secret im-

age and the original secret image without ICN, and it can be seen that the residual is 

large and the color is bright. (f) "𝐼𝑠
′" represents the final makeup-ed stego image gen-

erated after information compensation. (g) represents the residual between the extracted 

secret image and the original secret image after ICN is added to compensate for the lost 

information. It can be seen that the residual is smaller and the color is relatively darker. 



(a) (b) (c) (d) (e) (f) (g)

 

Fig. 4. Regarding the results of the ICN ablation experiments. (a) Non-makeup images. (b) 

Makeup images. (c) Secret images. (d)𝐼𝑠. (e) The residual between 𝑆𝑟𝑒𝑣
′ and Secret images 

magnified by 3. (f)𝐼𝑠
′. (g) The residual between 𝑆𝑟𝑒𝑣 and Secret images magnified by 3. 

In addition, to further analyze the impact of the information compensation network, we show 

the results of peak signal-to-noise ratio and structural similarity between the recovered secret 

image and the original secret image by our method with and without ICN, as shown in Table I. 

Table 1. Ablation study of ICN 

ICN w/o w 

PSNR 21.02 35.73 
SSIM 0.904 0.988 

3.3 Compared With Other Advanced Schemes 

In order to fully verify the effectiveness of the image steganography scheme based on 

makeup transfer and mutli-scale feature fusion proposed in this paper, we conduct ex-

perimental comparisons with several state-of-the-art methods in the current field on the 

same dataset. Considering that the proposed method involves two core tasks of makeup 

transfer and secret information steganography at the same time, the comparative exper-

iments are carried out from the following two aspects. 

Makeup performance: In order to verify the superiority of our makeup transfer strat-

egy, we select three state-of-the-art makeup transfer methods, BeautyGAN [18], 

PSGAN [19] and EleGANt [20], as the comparison benchmarks, which have high vis-

ual effects and style expression ability in the field of makeup transfer. Fig.5 shows the 
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comparison between our method and the above three methods in the makeup transfer 

effect. It is obvious that the makeup-ed images generated by our method are more vis-

ually pleasing, and the makeup style is highly similar to the reference makeup image. 

In the presence of spatial misalignment issues, our method shows the best transfer re-

sults and is able to achieve complete makeup transfer, while other methods suffer from 

local artifacts, uneven facial tones, and inadequate transfer of eyeshadow and lipstick. 

When there is no spatial misalignment problem, BeautyGAN performs well, but cannot 

effectively transfer eyeshadow; PSGAN can generate visually satisfactory results, but 

the effect of eye shadow transfer is still not ideal, and the local color uneven phenom-

enon of the lip is easy to occur when the lip is occlusive (as shown in the sixth row). 

The overall effect of EleGANt is more ideal, but there is still a problem of color loss in 

eye shadow transfer, which is obviously different from the reference makeup image. At 

the same time, in the case of lip occlusion, Elegant is also similar to PSGAN, which is 

characterized by uneven local tone of the lips. It is worth noting that the makeup-ed 

image generated by our method can still ensure excellent makeup effect when the secret 

image is embedded. Compared with other methods, our method is not only not inferior 

in the visual effect and style expression of makeup transfer, but also superior in color 

richness and spatial dislocation transfer. 

Steganography performance: In this experiment, the same data set was used for 

testing, 300 makeup-ed images 𝐼𝑠 generated by MTN of this scheme were used as the 

cover image, and 300 color images were randomly selected from ImageNet as secret 

images. Moreover, the proposed scheme is compared with three advanced steganogra-

phy methods, namely, Baluja's scheme [9], Ma's scheme [4] and Zheng's scheme [10]. 

For objective evaluation, we evaluate the image steganography and extraction capabil-

ities by peak signal-to-Noise ratio (PSNR) and structural similarity (SSIM). The exper-

imental results are shown in Table II. It can be seen that the PSNR and SSIM of the 

beauty stego images generated by the proposed scheme are better than other advanced 

schemes. At the same time, the fidelity of the extracted secret image is also evaluated 

in the experiment. In Table Ⅱ, it can be seen that the visual quality of the secret image 

extracted by the proposed scheme is also higher than that of other schemes. This is 

because the steganography strategy in this paper realizes data hiding by multi-scale 

fusion of the generation features and makeup features of the secret image and combin-

ing with makeup transfer, avoiding the direct modification of the cover image pixels, 

thus significantly reducing the distortion of the stego image caused by data embedding. 



  

Fig. 5. Comparison with state-of-the-art methods. There is spatial misalignment in the first row 

and no spatial misalignment in the second to sixth rows. 

Table 2. PSNR and SSIM of stego image and extracted image 

 Stego 
(PSNR) 

Stego 
(SSIM) 

Extracted 
(PSNR) 

Extracted 
(SSIM) 

Baluja [9] 29.10dB 0.948 28.59dB 0.910 
Zheng [10] 32.37dB 0.953 31.89dB 0.942 

Ma [4] 37.97dB 0.974 33.85dB 0.944 
ours 40.92dB 0.998 35.73dB 0.988 

In order to fully evaluate the security of the proposed scheme, XuNet [21], 

SRNet[22] and ZhuNet[23] were used to verify the anti-steganalysis ability of the 

scheme. These three networks represent the mainstream methods in the current ste-

ganalysis field and can effectively detect steganographic information in images. By 

performing steganalysis on the stego images generated by different steganographic 

schemes, the average steganalysis detection rate of each steganographic scheme is cal-

culated and shown in Table Ⅲ. Experimental results show that our scheme exhibits 

significantly better steganalysis resistance than other existing steganography schemes. 

Specifically, the steganalysis detection rates of the stego images generated by the pro-

posed scheme are 50.5%, 56.8%, and 57.2% with respect to the XuNet, SRNet, and 

ZhuNet steganalyzers, respectively, which maintain a low detection rate compared to 

other steganalysis schemes. This shows that the proposed steganography scheme has a 

clear advantage in resisting steganalysis and can effectively reduce the risk of detection 

while maintaining high quality image embedding. 
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Table 3. Detection accuracy of XuNet, SRNet, and ZhuNet steganalyzers on three ste-

ganographic schemes 

 Li [11] Li [12] Ma [4] Ours 

XuNet 58.7% 56.9% 53.8% 50.5% 
SRNet 67.9% 62.5% 57.3% 56.8% 

ZhuNet 71.4% 71.6% 60.3% 57.2% 

4 Conclusion 

In this paper, an image steganography scheme based on makeup transfer and mutli-

scale feature fusion is proposed to achieve large-capacity secret message embedding. 

By fusing the makeup features of different scales and secret image features, this method 

not only realizes the embedding of secret information, but also realizes the high-quality 

transfer of makeup. The proposed method not only has similar visual effects to the tra-

ditional makeup transfer method, but also avoids directly modifying the cover image 

pixels, which significantly reduces the distortion caused by data embedding and im-

proves the security of the stego image. Compared with the existing steganography al-

gorithms that embed data by modifying the cover image, the proposed method has 

larger embedding capacity without destroying the naturalness of the image, and can 

support the secret information embedding of the same size color image. In addition, in 

order to solve the problem that secret information may be lost in the process of makeup 

transfer, an information compensation network is designed to further improve the qual-

ity and fidelity of the reconstructed secret image by compensating the lost secret infor-

mation in the makeup transfer. Experimental results show that the proposed scheme is 

superior to several existing advanced methods in terms of makeup transfer effect and 

steganography performance. While maintaining the visual quality of makeup images, 

the method achieves large-capacity information embedding, and largely compensates 

for the damage caused by makeup transfer to secret information. The information com-

pensation network effectively enhances the quality of the extracted secret image, which 

proves the key role of the module in improving the steganography performance. In the 

future, we plan to further optimize the makeup transfer embedding network to improve 

the visual quality of beauty steganography images, and explore more robust embedding 

mechanisms to improve the embedding ability and anti-attack performance of the ste-

ganography system. 
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