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Abstract. External knowledge makes the Vision-Language Model(VLM) more 

versatile. However, Traditional methods often fail to address the nuanced chal-

lenges of cultural heritage, mainly when dealing with unfamiliar or complex ar-

tifact-related queries. This limitation is evident in Vision-Language Models, 

which struggle to generate responses without exposure to domain knowledge. 

Frequent retraining to accommodate new artifacts or knowledge domains is com-

putationally expensive and impractical. To overcome these limitations, we pro-

pose Cultural Heritage Assistant, a lightweight Retrieval-Augmented Generation 

(RAG) method designed for enhancing small-scale VLMs. Our approach inte-

grates visual and textual retrieval modules to augment the input context, enabling 

the model to generate professional and accurate responses for cultural heritage 

queries. Experimental results on the constructed Hemudu Artifacts Visual Ques-

tion-Answering dataset demonstrate the effectiveness of this approach. This 

method offers a solution for preserving and disseminating cultural heritage, 

bridging the gap between advanced VLM capabilities and domain-specific ex-

pertise. 
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1 `Introduction 

Recent years have witnessed the remarkable capability of the Large Language Model 

to generate high-quality responses without training [1], [15]. Through instruction fine-

tuning and retrieval augmented generation techniques, LLM demonstrates exceptional 

performance in knowledge-intensive tasks. Subsequently, in computer vision, the de-

velopment of visual instruction tuning [3] has led to significant achievements by Vi-

sion-Language Models, such as LLaVA-1.6-34B [5] and Qwen2-VL-72B [11], partic-

ularly in visual question-answering and optical character recognition tasks. 

 

Fig. 1. Comparison between Finetuning, naïve RAG, and our method in describing cultural relics. 

However, both LLMs and VLMs often struggle to provide domain-specific re-

sponses. While LLMs address this limitation through retrieval-augmented generation, 

accessing documents to adapt to domain expertise [18], VLMs face ongoing challenges 

in effective multimodal knowledge learning for specialized visual question-answering. 

Current multimodal retrieval-augmented approaches rely on processing documents as 

complete inputs to obtain embedded representations, followed by vector retrieval for 
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knowledge enhancement [29]. This methodology does not fully exploit vision and text 

information. The comparison in Fig 1. To address these challenges, this paper presents 

a lightweight retrieval augmented generation Method—Cultural Heritage Assistant, de-

signed specifically for small-scale VLM to support artifact question-answering [22]. 

The system's architecture comprises two modules: Retrieval on Text and Retrieval on 

Image, which integrate information from both vision and text perspectives to enhance 

the VLM's comprehension and response capabilities. 

Specifically, the visual retrieval module employs Vision Transformer to convert in-

put images into high-dimensional embedding vectors, which are efficiently matched 

against a constructed vector database to identify professional descriptions of the most 

similar images. Concurrently, the text retrieval module collects relevant domain exper-

tise within knowledge graphs based on VLM-generated image descriptions. These re-

trieved information elements are then fed into the VLM alongside the original question 

and image, significantly improving response quality without additional training. 

To validate the framework's effectiveness, a specialized question-answering dataset 

focused on Hemudu culture artifacts is constructed. Extensive testing is performed us-

ing Qwen2-VL-2b [11] as the baseline model. The experimental results demonstrate 

both the superior performance and design rationality of the Cultural Heritage Assistant. 

The primary contributions of this work are summarized as follows: 

1. Hemudu Artifacts Visual Question-Answering Dataset: This dataset provides a 

comprehensive visual question-answering resource for ancient Chinese archae-

ological studies. 

2. Innovative Retrieval Augmented Generation: The proposed method demon-

strates superior performance in domain-specific visual question-answering 

tasks. 

3. Lightweight and Deployable Methodology: The method is specifically designed 

for seamless integration into cultural industry applications, contributing signif-

icantly to the preservation and dissemination of cultural heritage artifacts. 

2 Related Work 

Visual-Language Models. Large Language Models, exemplified by OpenAI's ground-

breaking developments such as ChatGPT [27], have transformed human interaction. 

These advanced models demonstrate exceptional performance across natural language 

processing tasks through the implementation of pre-training, instruction tuning [28], 

and Reinforcement Learning from Human Feedback [6].Sub-sequently, the computer 

vision community has achieved modal alignment between vision and text through the 

development of VLMs, where image features are encoded and fed into large-scale mod-

els via visual encoders [10]. Early VLM implementations, such as BLIP-2 [4] and Fla-

mingo [2], successfully integrated image features into LLMs, effectively bridging the 

gap between visual and textual modalities. Models like LLaVA-1.5 [3] and MiniGPT-



 

 

4 [7] further advanced this integration by incorporating region-level feature infor-

mation, thereby enhancing their capacity for detailed image comprehension. Recent de-

velopments, including LLaVA-next [5] and Qwen2-VL [11], have extended support for 

broader resolution ranges while optimizing model architectures for improved efficiency 

and applicability through lightweight designs. However, despite continuous improve-

ments in general-purpose tasks, these models exhibit limitations when processing do-

main-specific images, particularly in tasks requiring deep professional expertise. 

 

Fig. 2. Overview of Cultural Heritage Assistant. Illustration of the retrieval framework for inte-

grating image context and text context to answer user queries effectively. 

Retrieval-Augmented Generation. Despite their impressive performance in natural lan-

guage processing tasks, Large Language Models frequently exhibit hallucinations, par-

ticularly in knowledge-intensive and domain-specific applications. To address this lim-

itation and enhance LLM performance, several researchers have developed Retrieval-

Augmented Generation systems. These systems expand the input space by extracting 

relevant textual passages from external sources [18], [19]. Unlike traditional fine-tun-

ing approaches [9], RAG employs a retriever-generator architecture that enables real-

time access to current and relevant information during inference, resulting in more ac-

curate predictions. Recent years have witnessed significant improvements in RAG 

frameworks through enhanced retrieval mechanisms and reranking systems [16]. Sev-

eral studies have incorporated knowledge graphs to augment RAG systems' retrieval 

capabilities, as demonstrated in Think on Graph [20], GraphRAG [14], and LightRAG 

[24]. Moreover, RAG applications have transcended textual boundaries, evolving into 

multimodal retrieval-augmented approaches that effectively utilize diverse information 

sources. For example, ColPali [29], treats each page of the PDF as a whole image and 

utilizes an embedding model for implicit segment retrieval. This approach has high 

computational requirements. 
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Fig. 3. Comparison with Qwen2-VL-2B Finetuning [9], GPT-4o-mini [21], Gemini-exp-1206 

[17], with Cultural Heritage Assistant show that Cultural Heritage Assistant’s answer is better. 

Cultural Heritage Visual Question Answering. Initial experiments with general-pur-

pose large language models for cultural heritage question-answering reveal significant 

limitations in domain expertise [23], as these models tend to generate generic responses. 

This performance proves inadequate for Visual Question-answering tasks that require 

a deep understanding of cultural heritage contexts. Even when augmented with web 

search capabilities [12], existing LLMs struggle to retrieve effective domain knowledge 

from external sources, which compromises response quality and accuracy. 

3 Proposed Method 

The primary objective of the research is to enable Vision-Language Models to perform 

effective visual question-answering tasks in the cultural heritage domain. This method 

is shown in Fig 2. 

3.1 Knowledge Graph Construction 

To enhance the information retrieval capabilities of knowledge bases, this study ad-

vances a knowledge graph-based text retrieval method, inspired by the LightRAG [24]. 

The construction process encompasses several key phases. Initially, large-scale books 



 

 

are segmented into sections to optimize processing efficiency. This segmentation can 

be modeled as partitioning a corpus 𝐶 into smaller subsets 𝑆1, 𝑆2, ⋯ , 𝑆𝑛, where C =
 ∪𝑖=1

𝑛 𝑆𝑖 , and each 𝑆i  is processed independently to minimize complexity. Subse-

quently, an automated system identifies and annotates critical entities, including histor-

ical figures, locations, and temporal markers, denoted as 𝐸 = 𝑒1, 𝑒2, ⋯ , 𝑒𝑚, where each 

𝑒𝑖 corresponds to an entity. These entities are connected through relationships 𝑅, form-

ing a directed graph 𝐺(𝐸, 𝑅). For instance, "rice cultivation" and "pottery manufactur-

ing" are interconnected, illustrating how the Hemudu people advanced their society. 

Each entity 𝑒𝑖 and it’s relationships 𝑅(𝑒𝑖) are then augmented with detailed descrip-

tions 𝐷(𝑒𝑖) and linked to relevant background materials through keywords, enabling 

users to gain comprehensive insights into topics. 

3.2 Retrieval on Text 

Visual Context Representation. In visual question-answering tasks, VLMs generate re-

sponses based on image I and query Q. However, directly retrieving information solely 

based on query Q may lack sufficient context support, limiting the accuracy of VLM 

responses. To address this limitation, we propose an enhanced methodology that lever-

ages VLM to extract visual caption C from the image I, expressed as: 

𝐶 = 𝑉𝐿𝑀𝑐𝑎𝑝𝑡𝑖𝑜𝑛(𝐼) (1) 

where 𝑉𝐿𝑀𝑐𝑎𝑝𝑡𝑖𝑜𝑛  denotes VLM specialized for generating image descriptions. The 

visual caption C is integrated with the original query Q to construct a visual query 

Qvisual: 

𝑄𝑣𝑖𝑠𝑢𝑎𝑙 = 𝑓(𝑄, 𝐶) (2) 

where 𝑓(∙) represents the operation of concatenating the query 𝑄 and the visual caption 

𝐶. We will use the visual query to perform retrieval of text. 

Search on Graph. We use the LLM [11] to extract  Keywords from Qvisual, which we 

represent by the symbol: 

𝐾 = 𝐿𝐿𝑀(𝑄𝑣𝑖𝑠𝑢𝑎𝑙) (3) 

After extracting the keywords 𝐾. The function can represent the next step: 

(𝐸, 𝑅) = 𝐹(𝐾) (4) 

where 𝐹(𝐾) returns the set of top entities 𝐸 and relationships 𝑅 based on the vector 

similarity between the query keywords and the knowledge graph entries [25]. And F is 

a word embedding-based model designed for semantic matching, which measures the 

similarity between word vectors to establish correspondences between keywords. The 

Text Context incorporates not only descriptions of entities but also details about the 

relationships between them. This can be expressed as: 

𝒞 = ⋃(𝐷(𝐸𝒾) ∪ 𝐷(𝑅𝒾))

𝒾

(5) 
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where 𝒞 represents the Text Context, 𝐸𝒾 are the top entities, and 𝑅𝒾 are the relation-

ships linked to those entities,  𝐷(. )represents the linked relevant context of 𝐸𝒾  and 

𝑅𝒾.Finally, using the Text Context 𝒞, the system combines the retrieved entity descrip-

tions and their relationships to deliver comprehensive and accurate responses to the 

Visual Query, ensuring both precise retrieval and broad association capabilities are ef-

fectively integrated. 

3.3 Retrieval on Image 

Visual information plays an indispensable role in vision-language models. For a given 

image 𝐼, Vision Transformer(ViT) [13] is employed to extract its visual embedding 𝐸𝐼 , 

where 

𝐸𝐼 = ViT(𝐼),  𝐸𝐼 ∈ 𝑅𝑑 (6) 

and 𝑑 is the dimensionality of the embedding space. Using this embedding, a vector 

database [26] retrieves similar artifact embeddings {𝐸𝐴1
, 𝐸𝐴2

, … , 𝐸𝐴𝑘
}. The correspond-

ing structured artifact descriptions {𝐷𝐴1
, 𝐷𝐴2

, … , 𝐷𝐴𝑘
}. are then aggregated to form the 

Image Context, denoted as 

𝒞(𝐼) = {𝐷𝐴1
, 𝐷𝐴2

, … , 𝐷𝐴𝑘
} (7) 

To construct the database, multi-angle photographs of an artifact {I1, I2, … , In} are en-

coded using the Vision Transformer to produce their respective embeddings 

{EI1
, EI2

, … , EIn
}. These embeddings are averaged to form a single artifact representa-

tion EA: 

𝐸𝐴 =
1

𝑛
∑ 𝐸𝐼𝑖

𝑛

𝑖=1

(8) 

which is stored in the vector database along with its structured description DA. This 

approach ensures that the stored representation captures the artifact's visual features 

comprehensively from multiple angles. To mitigate hallucination, we subsequently lev-

erage the multi-angle context obtained through visual retrieval to query the knowledge 

graph using the same search protocol described in previous sections. This approach not 

only effectively reduces model hallucination but also enables the extraction of visually 

grounded and task-relevant information from the graph structure. By leveraging visual 

embeddings, this method bridges a critical gap in cultural heritage information retrieval, 

uncovering functional or cultural connections that may not be apparent through tradi-

tional text-based techniques. 



 

 

3.4 Integrate context 

The integration of image context 𝐼, text context 𝑇, the input image 𝑥, and the user query 

𝑞 serves as the foundation for generating responses through the VLM. This can be for-

mally expressed as: 

𝑌 = 𝑉𝐿𝑀(𝐼, 𝑇, 𝑥, 𝑞) (9) 

where 𝑌 is the generated answer. 

 

Fig. 4. The ablation study retrieves only text and only images. The approach we propose makes 

VLM’s answer more comprehensive and professional. 

4 Experiment 

4.1 Dataset Setup 

In addition to the 2,912 multi-view artifact images (forming our training set that covers 

412 distinct cultural artifacts, with 7-8 photographs per item capturing multiple per-

spectives) utilized in this study, an additional corpus of 70 cultural artifact images is 

collected from professional publications and the Hemudu Culture Museum to constitute 

our test set. These supplementary artifact images encompass diverse material composi-

tions, including lithic implements, bone tools, pottery vessels, and jade objects. The 

image collection spans various quality specifications, including monochrome, color, 

and high-resolution formats. Notably, these test images are captured from arbitrary 

viewpoints and correspond to 15 newly acquired artifacts from the museum's latest col-

lections that never appeared in the training set, thereby providing comprehensive data 

support for model evaluation and enabling thorough assessment of our framework's 

generalization capability and performance metrics while ensuring reliable evaluation of 

cross-artifact generalization. 
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4.2 Implementation Details 

Our method is constructed based on the Qwen2-VL-2B model. The experiments are 

being conducted on an NVIDIA GeForce RTX 3090 GPU. To achieve efficient image 

retrieval, a dataset of 2912 multi-view cultural relic images is embedded into a vector 

database(Fasis). For text retrieval, the method utilizes the Qwen2-VL-2B model to gen-

erate captions of images. During this process, the global mode functionality provided 

by LightRAG is adopted to retrieve knowledge fragments related to entity attributes 

from extensive textual data. The obtained image context and text context are then con-

catenated with the original input and fed into the Vision-Language Model to enrich and 

optimize the contextual information of generated content. To validate the effectiveness 

of the proposed method, we use finetuning of Qwen2-VL-2B, encompassing all 2,912 

cultural relic images and their caption. Additionally, GPT-4o is introduced as a perfor-

mance benchmark for comparative analysis. 

Table 1. Dataset Configuration for Cultural Artifact Analysis. 

Feature Training Set Test Set 

Total Images 2,912 70 

Unique Artifacts 412 15 

Views per Artifact 7-8 1 

Data Sources Original Collection Hemudu Museum 

Material Types Lithic, Bone 

Pottery, Jade 

Lithic, Bone 

Pottery, Jade 

Image Specifications Multi-view 

Multi-quality 

Arbitrary Views 

Multi-format 

4.3 Evaluation Metrics 

Providing expert-level responses to cultural artifact inquiries presents significant chal-

lenges in computer vision. Building upon existing work [8], [23], a multi-dimensional 

comparative approach based on Large Language Models is proposed. GPT-4o [21] is 

employed to score each baseline and compare it with our method. Since artifact analysis 

requires substantial domain expertise, three evaluation dimensions are established [24]: 

- Veracity: Is the information provided accurate and reliable? 

- Professionalism: Does the answer demonstrate a certain level of professional 

knowledge and tone? 

- Comprehensiveness: Does the answer provide a complete description of the ar-

tifact's details? 

Below is the prompt we use with GPT-4o. We provide a reference answer for GPT-4o 

to evaluate against, which helps improve the reliability of the evaluation and reduce 

hallucinations. 



 

 

> Role: You are an expert in Hemudu culture archaeology. Your task is to evaluate 

the following description based on three criteria. 

Answer: The provided response to be evaluated. 

Objective: Evaluate the answer in the dictionary below according to the following 

three criteria and the reference answer, and assign aspecific score out of 10. 

Evaluation Criteria: 

Veracity: Is the information provided accurate and reliable?  

Professionalism: Does the answer demonstrate a certain level of professional 

knowledge and tone? 

Comprehensiveness: Does the answer provide a complete description of the artifact's 

details? 

 
Fig. 5. Cultural Heritage Assistant significantly outperforms other models across all dimensions. 

4.4 Experimental Results 

In our experiment, the performance of different models on the Hemudu artifact visual 

question answering task were compared, including the fine-tuned Qwen2-VL-2B 

model [11], GPT-4o-mini [21], Gemini2-exp-1206 [17], and the Cultural Heritage As-

sistant (Qwen2-VL-2B). Evaluations were conducted based on four critical dimensions: 
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veracity, professionalism, comprehensiveness, and overall performance. The results are 

summarized in Table 1. The Cultural Heritage Assistant significantly outperforms other 

models across all dimensions. It achieves the highest scores in professionalism at 

72.8%, veracity at 60%, and comprehensiveness at 62.8%, with an overall performance 

score of 67.1%. In comparison, Qwen2-VL-2B(Finetune) shows a professionalism 

score of 55.7%, veracity at 31.4%, and comprehensiveness at 40%, resulting in an over-

all score of 40%. GPT-4o-mini struggles significantly, particularly in comprehensive-

ness where it scores 0, and achieves an overall score of only 4.2%. Similarly, Gemini2-

exp-1206 underperforms across all metrics, scoring 28.5% in veracity, 10% in profes-

sionalism, 14.2% in comprehensiveness, and an overall score of 10%. 

Table 2. Performance comparison of various models on veracity (V), professionalism (P), com-

prehensiveness (C), and overall (O). The overall score is calculated by summing the scores of 

these three metrics, and the model's highest score is then used to determine the proportion of 

instances where each model achieves the highest score. Scores indicate the percentage of times 

each model achieved the highest score on the same artifact, based on GPT-4o evaluation. 

Model V (%) P (%) C (%) O (%) 

Qwen2-VL-2B (Finetune) 31.4 55.7 40.0 40.0 

GPT-4o-mini 37.1 7.1 0.0 4.2 

Gemini2-exp-1206 28.5 10.0 14.2 10.0 

Cultural Heritage Assistant 60.0 72.8 62.8 67.1 

Therefore, as shown in Fig 3, the proposed method works well in the visual question 

and answer task of cultural relics, and it is more professional than the answers of models 

such as GPT-4o-mini. 

4.5 Ablation Study 

Table 3. Ablation study. Performance comparison of various models on veracity (V), profession-

alism (P), comprehensiveness (C), and overall (O). We use GPT-4o [21] to assess the quality of 

answers. Text retrieval enhances comprehensiveness, while image retrieval improves profession-

alism. 

Model V P C O (Total) 

Qwen2-VL-2B (BaseLine) 5.47 4.90 4.13 14.50 

only Retrieval on Image 7.13 6.76 6.81 20.70 

only Retrieval on Text 6.39 6.21 6.20 18.80 

Cultural Heritage Assistant 8.16 8.39 8.47 25.01 

As shown in Fig 4, to more accurately capture the contribution of each module, the 

average scores of Veracity, Professionalism, and Comprehensiveness are used instead 

of relying solely on the highest scores. The results demonstrate that the complete dual 

enhancement strategy significantly outperforms the baseline model and the single-en-



 

 

hancement variants, with the total score increasing from 14.50 to 25.01 (+10.51). Spe-

cifically, Retrieval of Images effectively extracts visual features but struggles to capture 

contextual information. In contrast, Retrieval of Text excels in providing broad contex-

tual and relational information but lacks the capability to identify fine-grained visual 

details. By integrating the strengths of both modules, the dual retrieval strategy achieves 

notable improvements in Veracity (+2.69), Professionalism (+3.49), and Comprehen-

siveness (+4.34). As shown in Table 3, these findings validate the complementary na-

ture of image and text enhancement and their synergistic effect in optimizing model 

performance. 

5 Conclusion 

The strategy employs a dual retrieval mechanism that draws on external professional 

knowledge to improve visual question-answering performance in specific domains. By 

retrieving pertinent information from both text and image resources, this mechanism 

integrates the knowledge into the VLM's input context, thereby enriching the model's 

comprehension and boosting the accuracy of its generated responses. Experimental re-

sults demonstrate the broad applicability and effectiveness of this retrieval method 

within the cultural heritage domain, highlighting its capacity to significantly enhance 

VLM performance without imposing additional training demands. We believe that this 

paper will offer new insights into the adaptation and application of VLM in specialized 

domains, ultimately contributing to the preservation and inheritance of cultural herit-

age. 
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