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Abstract. Aiming at the problems of low solution accuracy of the grey wolf op-

timization algorithm and the tendency to fall into local optimality in the later 

stage, an improved swarm intelligence algorithm (NSGWO) based on a novel 

nonlinear multi-strategy optimization is proposed : firstly, Logistic mapping is 

utilized to make the initial particles as uniformly distributed as possible, so as to 

provide a balanced search space; improved Gaussian distributions are used to 

adjust the convergence factor, and a positional The hyperbolic tangent function 

is introduced into the update formula. Thus, the search efficiency and accuracy 

of the algorithm are improved with the help of the nonlinear property of the log-

arithmic function. Finally, the optimal position perturbation mechanism is intro-

duced, which prompts the algorithm to jump out of the local optimal solution by 

perturbing the optimal position in a small range, thus further improving the opti-

misation performance of the algorithm. Several classical unimodal and multi-

modal test functions are used to verify the optimisation performance of NSGWO. 

The experimental results show that compared with other classical optimisation 

algorithms, NSGWO has a greater advantage in terms of convergence speed and 

solution accuracy. 

Keywords: Logistic mapping, convergence factor, position update, optimal po-

sition perturbation,GWO. 

1 Introductory 

Swarm intelligence algorithms are a class of optimization algorithms inspired by the 

behaviour of a group of people, aiming to find the optimal solution to a complex opti-

mization problem. Among them Grey Wolf Optimizer , GWO, is a heuristic optimisa-

tion algorithm, proposed by Mirjalili et al.[1] in 2014. 

It has been widely used in various aspects such as parameter optimisation[2]. In 

addition, the GWO algorithm supports the collaboration of multiple intelligences and 

is able to search the problem solution space in a wider range.  

Since its proposal, the grey wolf optimisation algorithm has attracted much atten-

tion and research. Some studies have refined the algorithm by improving the position 

update strategy in the grey wolf optimization algorithm.Hou[3] used a dynamic propor-

tional weighting strategy to update the positions of grey wolves, which accelerated the 

convergence of the algorithm.Pan[4] proposed a competitive guiding strategy to update 



2  Xiaoran He and Jianuo Hou 

the positions of the individuals, which made the algorithm's search more flexible.Liu[5] 

introduced an evolutionary boundary constraint processing mechanism The position of 

grey wolves is updated in time to retain the position information of the optimal individ-

ual, which enhances the search accuracy of the algorithm.Yao[6] optimized the position 

update equation in the original grey wolf optimization algorithm, and introduced the 

concept of information entropy to maintain the diversity of the population in the itera-

tive process to avoid the algorithm falling into a local optimum. 

There are also some studies to improve the performance of the algorithm by im-

proving the convergence strategy in the grey wolf optimization algorithm. Li et al.[7] 

introduced the cosine control factor to balance the global and local exploration ability 

of the algorithm and improve the convergence speed.Song et al.[8] improved the global 

search ability of the grey wolf optimization algorithm by adjusting the linear conver-

gence factor to nonlinear.Jia et al.[9] changed the method of decreasing the conver-

gence factor of grey wolf optimization algorithm by adopting the nonlinear decreasing 

method, which improves the search ability of the algorithm.Zhang et al.[10] proposed 

an adaptive convergence factor adjustment strategy and adaptive weighting factor to 

update individual positions, which improves the convergence accuracy, speed and sta-

bility of the algorithm.Zhou et al.[11] proposed a method to optimize the initial popu-

lation distribution by using a chaotic mapping, and at the same time, combined with a 

random walk algorithm, which enhanced the local search capability of the traditional 

grey wolf optimization algorithm. 

In addition, some scholars have introduced other algorithmic ideas to enhance the 

grey wolf optimization algorithm.Du and Zhang[12] used a fuzzy C-mean clustering 

algorithm to group wolves based on the traditional grey wolf optimization algorithm to 

increase the diversity of the population, and used the Harris Hawk optimization algo-

rithm to design the optimal escape position of the prey, which reduces the probability 

of the local optimum, and used the Particle Swarm Optimization algorithm and the Bat 

optimization algorithm to design the movement patterns of different positions. to design 

movement patterns at different locations, increasing the ability to find the global opti-

mum.Lghamrawy[13] combined the genetic algorithm with the grey wolf optimisation 

algorithm, using genetic crossover and mutation operations to speed up the exploration 

process of the algorithm and improve the efficiency of the algorithm.Liu[14] integrated 

the lion optimisation algorithm and the dynamic weights into the original grey wolf 

algorithm, improving the searching ability of the algorithm, and at the same time avoid-

ing falling into local optimum.Liu[15] combined the grey wolf optimization algorithm 

with differential evolutionary algorithm and OTSU algorithm, and the accuracy and 

stability of the improved algorithm were improved.Liang et al.[16] also combined the 

differential evolutionary algorithm and grey wolf optimization algorithm, which im-

proved the searching ability of the algorithm.Zhao et al.[17] improved the grey wolf 

optimization algorithm's hunting formula to increase the diversity of the population 

through the interference of other individuals, which improved the convergence, robust-

ness and efficiency of the improved algorithm in solving complex problems.Wang[18] 

introduced differential evolutionary algorithm to guide the evolution of the wolf popu-

lation, which improved the search ability of the algorithm, updated the wolf population 

according to the principle of survival of the fittest, and avoided the algorithm from 
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falling into a local optimum.Yang[19] proposed to combine grey wolf optimization al-

gorithm with the dynamic weighting algorithm combined to improve the convergence 

accuracy and convergence speed of the algorithm. 

In order to further optimise the GWO algorithm, this paper is dedicated to improv-

ing the global search capability and performance optimisation of the algorithm by tar-

geting key aspects such as algorithm initialisation, convergence factor, position update 

and optimal position perturbation. 

2 Related work 

2.1 Grey Wolf Optimisation Algorithm 

GWO[1] simulates grey wolf group predation behaviour and achieves optimisation 

based on the mechanism of wolf group collaboration.The basic principle of the grey 

wolf optimisation algorithm is as follows(see Fig. 1). 

 

Fig. 1. Wolf pack rank distribution map 

In GWO, grey wolves use the following position update formula to achieve prey 

encirclement during hunting:
  

(1) 
 (2) 

Eq. (1) is the distance between the grey wolf and the prey, Eq. (2) is the position update 

formula of the grey wolf, and are the position vectors of the prey and the grey wolf, 

respectively, and t is the current iteration number. Sum are the determined coefficients, 

which are calculated by the formulas, respectively:  
 (3) 

 (4) 
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where A, C are vectors of random numbers with two one-dimensional components tak-

ing values within [0,1], which are used to model the attack behaviour of a grey wolf on 

its prey, which is affected by the values it takes. 

During the evolutionary computation, the location of the prey (optimal solution) 

is unknown, so in GWO this paper considers the optimal grey wolf as α, the second 

best as β, the third best as δ, and the rest of the grey wolves as ω. The model is built 

based on the property that α (the potential optimal solution), β, and δ have more 

knowledge about the location of the prey, and the iterative process employs α , β, and 

δ to direct the movement of ω to achieve global optimisation . Using the positions of α, 

β and δ, the positions of all grey wolves are updated using the following equation: 
 (5) 

 (6) 

 (7) 

The above represents the distance of individual grey wolves from tier packs, tier packs, 

and tier packs, respectively. 

 (8) 

 (9) 

 (10) 

Where X1, X2 and X3 denote the positions of individual X grey wolves that need to be 

adjusted due to the influence of α, β and δ wolves, respectively, and the average value 

is taken here(see Fig. 2). 

 (11) 

 

 

Fig. 2. Grey Wolf Optimisation Algorithm Location Update Chart 
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In the following equation, t denotes the current number of iterations and T is the set 

maximum number of iterations. a larger value of a causes the grey wolves to move 

away from the prey in the hope of finding a more suitable prey, thus prompting the pack 

to perform a global search, and if a smaller value of a causes the grey wolves to move 

closer to the prey, prompting the pack to perform a local search. 
 (12) 

 

2.2 Normal Distribution 

The normal distribution, also known as Gaussian distribution[20], can be used to gen-

erate standard normally distributed random numbers using the function transformation 

method. If the random variable X obeys a Gaussian distribution with mathematical ex-

pectation μ and standard variance σ2 , denoted as:X∼N(μ,σ2), then its probability den-

sity function is.
 

 (13

3) 

The normal distribution is a strictly stable probability distribution(see Fig. 3). 

 

Fig. 3. normal distribution chart 

3 Algorithmic Model 

3.1 Initialisation 

The first improvement is related to initialisation.Logistic mapping is a relatively simple 

one-dimensional chaotic system. Chaos is an inherent property of nonlinear dynamical 
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systems and is a common phenomenon in nonlinear systems.Various forms of defini-

tions of Logistic mappings exist, one form of definition is shown below[21]:
 

 (14

4) 

Logistic mappings are not necessarily in a chaotic state, which is related to the value of 

μ. Only when 3.5699456 < μ ≤ 4[22], Logistic mapping has chaotic nature. When μ is 

taken as 4, better results can be obtained, so in this paper, μ = 4 is taken(see Fig. 4). 

 

Fig. 4. Initialise the particle distribution map 

3.2 Convergence factor 

The second improvement is related to the convergence factor. The convergence factor 

obeys a normal distribution , which will improve the global search capability of the 

algorithm. In this paper, we refer to[23] for the analysis of the convergence factor:

  (15

5) 

Equation (15) is based on the exponential function, but it may have limitations in some 

cases. In order to further improve the convergence performance of the algorithm, a hy-

perbolic tangent function with saturation property is introduced in this paper. It helps 

to find the global optimal solution faster. Its defining equation is as follows. 

 (16) 

Where α is the expansion constant for changing the curve and k is the current number 

of iterations. As shown in the figure, the curve of a obeys a normal distribution(see Fig. 

5). 
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Fig. 5. Convergence factor convergence curve 

Figure 3 clearly shows that the decreasing rate decreases rapidly in the first 1000 itera-

tions, but the decreasing rate slows down after more than 1000 iterations. This tendency 

can quickly approach the optimal solution at the beginning of the iteration, so its value 

range is set to [0.1, 0.5] to make full use of this property. 

3.3 Location Updates 

X1, X2, and X3 denote the positions of individual ω grey wolves that need to be adjusted 

due to the influence of α, β, and δ wolves, respectively. Using the positions of α, βand 

δ, the positions of all grey wolves were updated using the following equation:
 

 (16

7) 

 (18) 

Where a is the convergence factor and the A and C coefficients are generated according 

to a, rand ().
 

 

(19) 

 

(17

0) 

 

(21) 

 

(22) 

Where J1 is the coefficient of contraction for α-wolves, J2 is the coefficient of contrac-

tion for β-wolves, and J3 is the coefficient of contraction for δ-wolves. 

 (2
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18) 

 
(2

19) 

 
(2

20) 

Where X1, X2 and X3 denote the positions of individual grey wolves that need to be 

adjusted due to the influence of α wolves, β wolves and δ wolves, respectively. 

3.4 Optimal position perturbation 

By referring to[24] for the analysis of the optimal position perturbation, the 

 

(26) 

In this paper, more stochastic parameters and dynamic adjustments are introduced to 

provide more flexible location update strategies. 

 

(27) 

Where R( t + 1) denotes the updated position vector, and t denotes the current iteration 

number. xrand (t) denotes the position vector of a randomly selected grey wolf, and 

Xrand (t) is the position of a randomly selected individual from the population in the 

current iteration. r1, r2, r3, r4, and rs denote the random parameters, which take the values 

in the range of [0,1], and these parameters are used to control the position magnitude 

and direction of the update. 

The importance of the perturbed grey wolf position being better than the original 

target position cannot be overstated. To ensure this, this paper introduces a greedy strat-

egy after the update operation. This strategy simply compares the fitness values of the 

new and old target positions and decides whether to update the target position based on 

the comparison. Doing so ensures that the search process is always moving in a more 

favourable direction.

 

 

(28) 

The variation of the optimal position perturbation can help the algorithm to better ex-

plore the search space and increase the search diversity of the algorithm, thus improving 

the global search capability of the algorithm. 

Combining the above analyses, this paper proposes the following pseudo-code 

flow chart for NSGWO: 

 Input: N,pop, dim, maxIter 

 Output: Best_fitness,Best_index,Best_Pos 

1: Begin 

2: 
Initializing (Using Logistic mapping to distribute N wolves uniformly in 

the search space). 

3: For i = 1 to pop 

DAXJX


−= 222

DAXJX


−= 333
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4: Calculating their fitness and Find Xα Xβ and Xɓ. 

5: End for 

6: For t =1 to maxIter 

7: For i= 1 to pop 

8: For j=1 to dim 

9: Computing a; by using Eq.(16). 

10:             Updating X; by Eq(17)-(28). 

11:         End for 

12:         For z = 1 to pop 

13:             Computing U;by using Eq. (30). 

14: 
            Comparing Position and U and Selecting Best_Pos;by using 

Eq.(31). 

15:             Updating Best_Pos. 

16:         End for 

17:     End for 

18: End for 

19: Return the Best_fitness,best_index,Best_Pos. 

20: End  

4 Numerical Experiments And Analysis Of Results 

4.1 Test Functions and Parameter Settings 

In order to verify the effectiveness of the NSGWO algorithm proposed in this paper, 6 

basic test functions[1] are selected to verify the proposed improved algorithm. The pa-

rameter settings of the test functions are shown in Tables 1, where F1-F6 are unimodal 

functions . 

Table 1. 6 unimodal test functions. 

Function Dim Range fmin 

 30 [-100,100] 0 

 30 [-10,10] 0 

 30 [-100,100] 0 

 30 [-10,10] 0 

 
30 [-30,30] 0 

 

30 [-1.28,1.28] 0 

Images of the objective functions F1-F6(see Fig. 6). 
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·  

Fig. 6. Images of the objective functions F1-F6 

4.2 Average fitness values of the NSGWO algorithm at time for different 

values of α 

In this paper, the effect of parameter α on the performance of the algorithm is contem-

plated through the study of the convergence factor formulation in the improved grey 

wolf optimisation algorithm (see equation (16)). By using different values for the pa-

rameter α, differences in the performance of the improved grey wolf optimisation algo-

rithm were observed. In order to determine the optimal value of the parameter α, this 

paper chooses the six standard test functions in Table 1 for multiple tests and averages 

the fitness values obtained from each run of the algorithm as a comparison result. The 

specific test results are shown in Table 2. 

Table 2. 6 Different α in the test function run results. 

α 0.1 0.2 0.3 0.4 0.5 

F1 
-

91.4134890

45782775 

-

93.5895602

43293500 

-

89.3385161

95241610 

-

85.7888866

64829860 

-

82.2236542

90345370 

F2 

-

52.7996169

70950375 

-

62.3261780

91277440 

-

58.0880117

55190730 

-

52.5247111

43772880 

-

57.4650465

90268930 

F3 

-

90.5245034

50978690 

-

1.00788573

2395940e+0

2 

-

95.8377033

72384280 

-

91.4256206

41138170 

-

94.6647067

60062490 
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F4 

-

37.1491546

35156208 

-

52.5173088

33937420 

-

50.3238431

21710880 

-

48.0236576

38930670 

-

45.7090041

45301556 

F5 
1.46189074

8295926 

1.46167956

6873616 

1.46177513

8716486 

1.46146776

0724498 

1.46193835

1920743 

F6

 

-

2.23553474

9657929 

-

1.43195267

1203699 

-

1.72042368

9016609 

-

2.03062205

4344956 

-

1.71368201

3933701 

From the experimental results in Table 2, it can be seen that when the parameter α takes 

different values, the improved algorithm has different mean values for the 6 objective 

functions adaptation. According to the data in the table, the parameter α = 0.2 is selected 

for the improved algorithm in order to optimise the overall performance of the algo-

rithm. 

4.3 Comparison with related improved algorithms 

In order to verify the effectiveness of this paper's algorithm for test functions of differ-

ent modes, six unimodal test functions in Table 1 are used to test RUN[25], DBO[26], 

TSA[27], DE[28], GOA[29], and GWO[1] with this paper's improved algorithm 

(NSGWO), respectively, and each algorithm is tested with 150 iterations and run for 

200 runs, respectively, to take the average of the adaptation values for comparison. The 

average of the fitness values reflects the solution accuracy of the algorithms, and the 

specific experimental results are listed in Table 3, where the best results are blackened. 

Table 3. Comparison of test results of different intelligent algorithms for unimodal functions. 

function RUN DBO TSA DE GOA GWO NSGWO 

F1 

-

56.7180

8726021

1490 

-

43.4947

3361336

9690 

-

3.59769

0684770

630 

-

1.68558

3508400

887 

3.59279

3856535

685 

-

7.10974

108047

8434 

-

1.103779

0305860

58e+02 

F2 

-

31.9980

8114659

5300 

-

21.4880

1849190

7390 

-

2.63696

0656984

202 

-

0.12050

9019693

695 

18.9899

3571417

0390 

-

4.73470

598267

2060 

-

55.93021

7171594

950 

F3 

-

50.7166

8884607

0580 

-

24.4685

3903058

5134 

0.10233

2179479

164 

0.39598

9658166

135 

3.71484

0244358

193 

0.89380

070815

7472 

-

1.006478

2379552

83e+02 

F4 

-

35.3240

4606652

7150 

-

17.8996

0827490

0660 

-

0.35007

4033847

738 

-

0.53261

7891412

471 

1.41985

8771940

058 

-

2.17429

789268

2040 

-

53.74181

4395557

150 
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F5 

1.39303

5082909

629 

1.42880

0338018

144 

1.46418

3380784

476 

1.69335

6548616

003 

8.16291

1781920

434 

1.45971

304355

1130 

1.461668

2360996

07 

F6

 

-

2.83419

4405575

526 

-

2.14128

2776312

391 

-

1.61258

2698494

702 

-

1.07087

3840539

553 

7.73133

5536150

558 

-

2.09618

351498

9884 

-

2.135558

9611830

47 

 

 

 

Fig. 7. Evolutionary curves of fitness averages for 7 algorithms on 6 test functions 

A comparison of the data in Table 3 and Figure 7 shows that compared with the 

other five swarm intelligence algorithms and the unimproved Grey Wolf optimization 

algorithm, the NSGWO algorithm has the smallest fitness value on the state functions 

F1-F4; on the functions F5 and F6, NSGWO's fitness is slightly worse than that of 

RUN, but the convergence speed of NSGWO is much higher than that of the other 

algorithms. In addition, according to the graphical data, NSGWO is much higher than 

the unimproved GWO algorithm, both in terms of adaptation for the test functions and 

in terms of convergence speed. Taken together, this shows that the performance aspect 

of the improved NSGWO algorithm has been greatly improved, and its stability and 

solution accuracy are higher than the other six algorithms. 

5 Summaries 

In this paper, through a series of comparative experiments and practical application 

tests, the significant effect of NSGWO in enhancing the performance of traditional 

GWO is fully verified. In particular, NSGWO shows obvious advantages when dealing 

with high-dimensional, nonlinear, nonconvex and other complex optimisation prob-
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lems.NSGWO is able to show better robustness and adaptivity when dealing with dif-

ferent types of problems, demonstrating its excellent global search capability and fast 

convergence characteristics. In view of the above research results, our future work plan 

will focus on the following directions: 

1) Further application of NSGWO in the field of smart grids, especially in power 

system load balancing and optimal scheduling of distributed generation systems to en-

hance energy efficiency and reduce waste. 

2) Explore the application of NSGWO in the field of environmental sciences to 

optimise environmental models, such as the prediction of air quality models and the 

management and allocation of water resources. 

Overall, this paper effectively improves the grey wolf optimization algorithm and 

significantly enhances its ability and efficiency in solving complex problems, while the 

research in this paper provides new perspectives and methods for the further develop-

ment of the GWO algorithm in practical applications. In the future, we will continue to 

study other potential advantages and possibilities of the Grey Wolf Optimization Algo-

rithm in depth, so as to play a powerful role in more fields and promote its application 

and development in practical problem solving. 
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