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Abstract. Review-based recommender systems aim to calculate users' preference 

for items by leveraging user reviews. Current methods mainly consist of two 

components: user and item embedding learning and user-item rating predicting. 

But these methods overlook the higher-order interaction relationships in the user-

item graph which are beneficial to capture users’ preferences and features among 

items. Also, these methods overlook the inherent attributes in item descriptions 

which complement user reviews. In this paper, we propose a deep neural 

recommendation framework named UniDNR that unites item descriptions, user 

reviews and the user-item interaction graph to make recommendations. UniDNR 

can be divided into three parts: the ID-level embedding layer, the text-level 

embedding layer and the rating prediction layer. Specifically, the ID-level 

embedding layer captures the higher-order interactive relationship in the user-

item interaction graph which can better share features among users and items. 

The text-level embedding layer focuses on embedding items and users by aspect-

based learning which considering different aspects mentioned in descriptions and 

reviews. Such that, we combine ID embedding and text embedding to predict the 

most likely final rating assigned by the user. Experiments on three real-world 

datasets demonstrate the superiority of our proposed UniDNR model compared 

to the state-of-the-art baselines. 
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1 Introduction 

Recommender systems have been widely applied in various fields, such as e-

commerce[1], social media[2], and so on. With the rapid development of natural 

language processing technology, more and more methods are available for analyzing 

textual data such as user reviews[3-5]. So many approaches leverage user reviews to 

enhance the performance of recommender systems[6-9]. Most of the existing review-

based recommender systems[6, 9, 10] employ two modules to predict user preferences 

for items: (1) user and item embedding representing, and (2) user-item rating predicting. 

For example, two-tower neural networks[9] are widely used in review-based 
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recommender systems, where two encoders are employed to learn representations of 

users and items from reviews, respectively. Then it employs factorization machine(FM) 

[11] to predict user ratings for items.  

Despite many advantages of review-based recommendation methods, there are 

still some drawbacks. Firstly, as shown in Figure1 (a), the historical interaction data of 

users and items can naturally form a user-item interaction graph, but current methods 

overlook its higher-order interactive relationship. On one hand, recommender systems 

can capture users' preferences and behaviors by analyzing the higher-order interaction 

relationship between users and items. On the other hand, the higher-order interactive 

relationship allows recommender systems to better share features among items which 

interact indirectly. Secondly, user reviews are typically subjective, influenced by 

individual preferences and emotions. Item descriptions, often crafted by professionals, 

tend to be more objective and consistent. As shown in Figure1 (b), item descriptions 

typically include the inherent attributes of items which complement user reviews. To 

this end, in this paper, we propose a deep neural recommendation model named 

UniDNR that unites item descriptions, user reviews and the user-item interaction graph 

to achieve recommendations. UniDNR can be divided into three parts: the ID-level 

embedding layer, the text-level embedding layer and the rating prediction layer. 

Specifically, the ID-level embedding layer captures user and item embeddings based 

on the user-item interaction graph, which could preserve the higher-order interactive 

relationship by aggregating neighbor information. The text-level embedding layer 

embeds item descriptions and user reviews by aspect-based learning, which considering 

different aspects mentioned in descriptions and reviews. After learning the latent 

embeddings, the rating prediction layer predicts the rating that a user is most likely to 

give to a particular item. 

 

Although the shampoo is very cheap,

its effectiveness is quite poor.

 Sam s review to ItemA

Price

Effectiveness

Concerns

 ItemA s description

Dandruff-free, Hair-revived! 

Shine with confidence!

Anti-dandruff

Hair revitalizing

Attributes

（a）

User

Item

（b）
 

Fig. 1. (a) denotes review-based recommendation can be naturally formed as a user-item 

interaction graph. (b) denotes that description typically includes the inherent attributes of items 

which complement user reviews. 

In general, we summarize our main contributions as follows. We have designed a 

novel framework UniDNR that learns representations from two perspectives: ID-level 

embedding and text-level embedding. On one hand, UniDNR captures higher-order 

user-item interaction by aggregating neighbor information, enabling a deeper 

understanding of relationships among users and items. On the other hand, UniDNR 

takes into account various aspects mentioned in reviews and descriptions to model users 

and items. By this way, UniDNR cleverly integrates reviews and descriptions to 

showcase their synergistic advantages. Experiments on three real-world datasets within 
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Amazon demonstrate the superiority of the UniDNR model compared to the state-of-

the-art baselines. 

The structure of this paper is described as follows. In Sect.2, we introduced the 

related work. In Sect.3, we detail the specific components and elaboration of our 

proposed model. In Sect.4, we introduced the experimental details, including 

experimental setup, experimental results, and so on. Finally, we draw our conclusions 

in Sect.5. 

2 Related work 

In recent years, many researchers pay much attention to improve recommender 

systems by leveraging user reviews[6, 8, 9, 12]. Some researchers used convolutional 

neural networks (CNN) to extract features from texts, to some extent improving the 

effectiveness of recommender systems[9, 12, 13]. For example, Zheng et al.[9] 

employed two parallel CNNs to capture user and item features by leveraging their 

reviews respectively, then predicted the ratings by FM. Building upon this foundation, 

Seo et al.[12] introduced two word-level attention mechanisms: the local attention and 

the global attention, both of which mechanisms aimed to identify more crucial words 

by assigning different weights to different words. Yang et al.[13] proposed an intention 

representation method RMCL based on mixed Gaussian distribution hypothesis which 

established a fine-grained connection between user reviews and item reviews. But these 

methods overlook the higher-order interaction relationships in the user-item graph. 

Some recent works designed graph neural networks to take advantage of reviews to 

improve model performance[14-16]. For example, RGCL[17] constructed a review-

aware graph learning module to integrate reviews into graph learning. In contrast to our 

work, these studies model user reviews as edge relationships, and overlook the various 

aspects mentioned in user reviews and item descriptions. 

3 The Proposed Model 

In this part, we describe our proposed UniDNR model in details. The target of the 

recommendation task is to estimate ratings 𝑟𝑢𝑖 for any unseen user-item pair, namely 

predicting the rating between user 𝑢 and item 𝑖 which 𝑖 has not interacted with 𝑢. 

Figure 2 shows the overall architecture of the UniDNR model. 

The main idea of ID-level embedding layer is to aggregate information from 

neighboring nodes in the user-item interaction graph, capturing the high-order 

interaction relationships to generate representations for nodes. 

3.1 ID-level Embedding Layer 

Initializing all the inputs. The initial ID embeddings of user 𝑢 and item 𝑖  are 

initialized as one-hot encoding format, represented with 𝒑𝑢 and 𝒒𝑖. Then 𝒑𝑢 and 𝒒𝑖 

are mapped into low-dimension vectors through transform matric 𝑬𝑢 = 𝑹𝑁×𝑑 and  
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Fig. 2. The architecture of UniDNR. 

𝑬𝑖 = 𝑹𝑀×𝑑 , where 𝒉𝑢
0 ∈ 𝑹𝑑  and 𝒉𝑖

0 ∈ 𝑹𝑑  denote the initial embeddings of user 𝑢 

and item 𝑖, and 𝑀 and 𝑁 denote the number of items and users, respectively: 

 

𝒉𝑢
0 = 𝑬𝑢

⊺ 𝒑𝑢 (1) 

𝒉𝑖
0 = 𝑬𝑖

⊺𝒒𝑖 (2) 

Aggregating neighbor information. For each user and item node 𝑣 , a set of 

neighboring nodes 𝑁(𝑣) = {𝑛1, 𝑛2, … , 𝑛𝑡} is defined and 𝑡 is the number of neighbors 

of node 𝑣. We aggregate its own feature representation with the representations of its 

neighboring nodes using aggregation functions: 

 

h𝑢
(𝑙+1)

= 𝐴𝑔𝑔(h𝑠
(𝑙)

, ∀𝑠 ∈ 𝑁(𝑢) ∪ 𝑢) (3) 

h𝑖
(𝑙+1)

= 𝐴𝑔𝑔(h𝑠
(𝑙)

, ∀𝑠 ∈ 𝑁(𝑖) ∪ 𝑖) (4) 

where h𝑢
(𝑙) is the representation of user 𝑢 at layer 𝑙, h𝑖

(𝑙)
 is the representation of 

item 𝑖 at layer 𝑙, h𝑠
(𝑙) is the representation of neighboring nodes of 𝑣 at layer 𝑙 and 

𝐴𝑔𝑔 is the aggregation function. The aggregation function can be chosen in different 

forms[18], such as  mean aggregation or pooling. In this paper, we use the mean 

aggregation: 

𝑀𝑒𝑎𝑛𝐴𝑔𝑔 (h𝑠
(𝑙)

, ∀𝑠 ∈ 𝑁(𝑣)) =
1

|𝑁(𝑣)|
∑ h𝑠

(𝑙)

𝑠∈𝑁

(5) 

Update node representations. After multiple layers of aggregation, the aggregated 

node representation is fused with the original node features to obtain the final node 

representation: 
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h𝑢
′ = 𝑅𝑒𝑙𝑢 (𝑾

ℎ
𝑈𝐶𝑜𝑛𝑐𝑎𝑡(h𝑢

(𝑙)
, 𝑝𝑢

0) + 𝑏) (6) 

h𝑖
′ = 𝑅𝑒𝑙𝑢 (𝑾

ℎ
𝐼 𝐶𝑜𝑛𝑐𝑎𝑡(h𝑖

(𝑙)
, 𝑞𝑖

0) + 𝑏) (7) 

where 𝑅𝑒𝑙𝑢 is the activation function, 𝑾ℎ and 𝑏 are the learned weights 
and biases. In this way, we obtained the final User embedding 𝒉𝑢

′  and Item 
embedding 𝒉𝑖

′  by aggregating the interaction graph. 

3.2 Text-level Embedding Layer 

The text-level embedding layer is to learn the embeddings for descriptions and 

reviews. We use the pre-trained language model Bert[4], which is a widely adopted text 

embedding approach at present, to generate the 768-dimensional representation 𝒐𝑖 for 

the description of item 𝑖. Similarly, the review that user 𝑢 commented on item 𝑖 can 

be represented as 𝒆𝑢𝑖. 

As descriptions and reviews often include various aspects of the item and the user, 

and importance for different users and items varies in different aspects (For example, 

one may prioritize price while another may prioritize quality). It's beneficial to 

represent each description and review with multiple aspect embeddings, and the more 

important aspects should be assigned with higher weights. 

Specifically, we decompose the initial embedding into different aspect 

embeddings. Assuming 𝐴 is the set of aspects that 𝐴 = {𝑎1, 𝑎2, … 𝑎𝑘}, and 𝐾 is the 

hyperparameter, we use a fully connected layer to project each description and review 

embedding to multiple aspects: 

 
𝒂𝑖,𝑘

𝑜 = 𝑾𝑘
𝑜𝒐𝑖 + 𝑏 (8) 

𝒂𝑢,𝑖,𝑘
𝑟 = 𝑾𝑘

𝑟 𝐞𝑢𝑖 + 𝑏 (9) 

where 𝒂𝑖,𝑘
𝑜 ∈ 𝑹𝑑 is the embedding of aspects 𝑘 of description of item 𝑖, 𝒂𝑢,𝑖,𝑘

𝑟 ∈

𝑹𝑑  is the embedding of aspect 𝑘  for user 𝑢  on item  𝑖  and 𝑾𝑘 ∈ 𝑅𝑑×𝑑  is the 

projection matrix. 

We aim to obtain embedded representation of different aspects, so if different 

aspects contain the same information, the multiple aspects embeddings degenerate to 

be equivalent to an description embedding[19]. So, it's better if each aspect has its own 

unique information. Unlike traditional correlation coefficients such as Pearson, the 

Distance Correlation is capable of capturing not only linear relationships but also 

nonlinear relationships within the data. Its coefficient is zero if and only if when these 

vectors are independent. Therefore, we hope that the correlation coefficient between 

different aspects is as small as possible, so we formulate this as: 

 

𝐿𝑜𝑠𝑠𝑎𝑠𝑝𝑒𝑐𝑡𝑜
= ∑ ∑ 𝑑𝐶𝑜𝑟

𝐾

𝑛=𝑚+1

(𝒂𝑚
𝑜 , 𝒂𝑛

𝑜 )

𝐾

𝑚=1

(10) 
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𝐿𝑜𝑠𝑠𝑎𝑠𝑝𝑒𝑐𝑡𝑟
= ∑ ∑ 𝑑𝐶𝑜𝑟

𝐾

𝑛=𝑚+1

(𝒂𝑚
𝑟 , 𝒂𝑛

𝑟 )

𝐾

𝑚=1

(11) 

 

and 𝑑𝐶𝑜𝑟 is the function of distance correlation defined as: 

dCor(𝒂𝑚, 𝒂𝑛) =
𝑑𝐶𝑜𝑣(a𝑚, a𝑛)

√𝑑𝑉𝑎𝑟(a𝑚) ⋅ 𝑑𝑉𝑎𝑟(a𝑛)
(12) 

 

where 𝑑𝐶𝑜𝑣(𝒂𝑚, 𝒂𝑛) represents the covariance between aspect 𝑚 and aspect 𝑛, 

𝑑𝑉𝑎𝑟(𝒂𝑚) and 𝑑𝑉𝑎𝑟(𝒂𝑛) denote the respective variances of aspect 𝑚 and aspect 𝑛. 

For more detailed definition, refer to prior works[20]. Then we use the fully connected 

layer to learn the importance: 

 

𝑤𝑢,𝑖,𝑘
𝑜 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝐶𝑜𝑛𝑐𝑎𝑡(𝐚𝑖,𝑘

𝑜 , h𝑖
′ , h𝑗

′)𝐖𝑜
𝐼 + 𝑏) (13) 

𝑤𝑢,𝑖,𝑘
𝑟 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝐶𝑜𝑛𝑐𝑎𝑡(𝐚𝑢,𝑖,𝑘

𝑟 , h𝑖
′ , h𝑗

′)𝐖𝑟
𝐼 + 𝑏) (14) 

where 𝑤𝑢,𝑖,𝑘
𝑜  is the importance of aspect 𝑘 in the description on item 𝑖 for user 

𝑢 and 𝑤𝑢,𝑖,𝑘
𝑟  is the importance of aspect 𝑘 in the review for user 𝑢 on item 𝑗. 𝑾𝑜

𝐼 ∈

𝑅𝑑×1 and 𝑾𝑟
𝐼 ∈ 𝑅𝑑×1 are the learnable weights. 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 function has the capability 

to enhance the representation of crucial elements within the distribution by adjusting 

their proportions. 

At last, the description and review embeddings can be represented as: 

 

o𝑖

~
= ∑ 𝑤𝑢,𝑖,𝑘

𝑜 𝒂𝑖,𝑘
𝑑

a∈𝐴

(15) 

 

e𝑢𝑖

~
= ∑ 𝑤𝑢,𝑖,𝑘

𝑟 𝒂𝑖,𝑗,𝑘
𝑟

a∈𝐴

(16) 

3.3 Prediction layer 

To model the interaction from users and items, we take the outputs ℎ𝑢
′ , ℎ𝐼

′ , e𝑢𝑖

~
 and 

o𝑖

~
 as inputs, and leverage a fully connected layer to obtain the predicting rating 𝑅𝑢𝑖

′ , 

which can be formulated as follows: 

 

𝑅𝑢𝑖
′ = 𝐶𝑜𝑛𝑐𝑎𝑡(h𝑢

′ , h𝑖
′ , e

~

𝑢𝑖 , o
~

𝑖)𝐖𝑥 + 𝑏 (17) 

where 𝑊𝑥 and 𝑏 are the learned weights and bias. 
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3.4 Model Optimization 

Since the target of the UniDNR model is to predict user ratings for items, we employ 

Mean Squared Error (MSE) as the loss function to optimize the training process. This 

approach is widely adopted in current review-based recommender systems: 

 

𝐿𝑜𝑠𝑠𝑚𝑠𝑒 =
1

|𝑆|
∑ (𝑅𝑢𝑖 − 𝑅𝑢𝑖

′ )2

(𝑢,𝑖)∈𝑆

(18) 

 

where 𝑆 signifies the set of user-item pairs in the training set, and 𝑅𝑢𝑖 represents 

the observed rating given by user 𝑢 for item 𝑖. We optimize the recommendation tasks 

with the total loss: 

 
𝐿𝑜𝑠𝑠𝑡𝑜𝑡𝑎𝑙 = 𝐿𝑜𝑠𝑠𝑚𝑠𝑒 + 𝐿𝑜𝑠𝑠𝑎𝑠𝑝𝑒𝑐𝑡𝑜

+ 𝐿𝑜𝑠𝑠𝑎𝑠𝑝𝑒𝑐𝑡𝑟
(19) 

4 EXPERIMENTS 

4.1 Experiment Settings 

4.1.1 Datasets. We conduct experiments on three publicly available datasets 

(Giftcards, Beauty and Appliances) from Amazon datasets, which include different 

types of metadata[21]. These datasets include descriptions and reviews for various 

types of products. It is worth noting that item descriptions come from metadata in the 

Amazon dataset and user reviews come from review data in the Amazon data. We link 

user reviews and item descriptions through ItemID, meaning each data entry has the 

following format: [UserID, ItemID, Description, Review, Rating]. If the conditions are 

not met, we will delete this data entry. For each dataset, we randomly divide it into 

training set (60%), validation set (20%) and testing set (20%). Note that at least one 

interaction for each user or item is included in the training set. The statistics of the 

processed datasets are shown in Table 1. 

Table 1. Statistics of the datasets after preprocessing. 

Dataset items users entries 

Giftcards 726 34954 39106 

Beauty 10645 148477 183371 

Appliances 19465 289367 346250 

 

4.1.2 Evaluation Metric. Following previous work, we use MSE to evaluate 

performance, which is widely employed for rating predictions in recommender systems. 

For a fair comparison, we repeat each experiment five times and report average results. 

 

4.1.3 Baselines. We compare our UniDNR with conventionally and recently 

published baselines, they are list as follows: 
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(1) MF, which predicts user preferences for unrated items by decomposing the user-

item interaction matrix into a lower-dimensional latent feature space. 

(2) NCF,which employs a neural network to utilize embeddings for both users and 

items. 

(3) DeepCoNN,which employed two parallel CNN to capture feature by leveraging 

reviews respectively. 

(4) ABR,which employs aspect-based learning to embed items and users. 

(5) NARRE,which incorporates an attention layer to capture the informative content 

from reviews. 

(6) RPRM,which learns the importance of review properties to capture the useful-

ness of reviews. 

 

4.1.4 Implementation Details. UniDNR is implemented using PyTorch with Nvidia 

RTX GPU. The size of user and item embeddings is set as 𝑑 =  32. All the trainable 

parameters in our model are optimized by the Adam optimizer with a batch size in a 

range of {32, 64, 128} and a learning rate in a range of {0.01, 0.005, 0.002, 0.001}. 

The drop rate is set in a range of {0.2, 0.3, 0.5}. The hyperparameter 𝐾 is set in a range 

of {2, 3, 4}.  

4.2 Results and Analysis 

4.2.1 General Performance. Table 2 shows the experimental results of UniDNR 

compared with six baselines (Notice that the best results and the second best are marked 

in bold and underlined, respectively.). Our proposed UniDNR consistently performs 

best and surpasses other state-of-the-art models on three datasets, proving the 

effectiveness of our model. Due to the absence of text and user-item interaction 

information in both (1)(2), the results are poor. (3)(4)(5) model both items and users 

using reviews, resulting in better performances than (1) and (2). This indicates that 

reviews can enhance the performance of the recommendation. RPRM discerns the 

relative significance of different review properties in capturing the overall utility of 

reviews, the performance is batter than other baselines. 

Table 2. Recommendation performance of UniDNR and six baselines on three datasets.  

Dataset Giftcards Beauty Appliances 

MF 0.9814 0.9724 1.5812 

NCF 0.7677 0.8579 1.5421 

DeepConn 0.7466 0.8605 1.3671 

ABR 0.7556 0.8413 1.3615 

NARRE 0.7491 0.8525 1.4687 

RPRM 0.7267 0.8375 1.3432 

UniDNR 0.7116 0.8213 1.2974 
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4.2.2 Ablation Study. We remove different components in UniDNR to study their 

effectiveness. The results are shown in Table 3. We introduce the variants and analyze 

their results as follows: 

Table 3. Comparison of different components of UniDNR.  

Dataset Giftcards Beauty Appliances 

UniDNR（w/o IG） 0.7472 0.8499 1.3918 

UniDNR（w/o DC） 0.7289 0.8369 1.3421 

UniDNR（w/o AI） 0.7359 0.8407 1.3549 

UniDNR（w/o Des） 0.7891 0.8735 1.4833 

 

Without IG: We remove the embedding layer based on the user-item interaction 

graph in Eq.(3-7) in this variant. The degradation of the performance indicates that 

embedding users and items using the user-item interaction graph can better understand 

the higher-order relationship between users and items, thereby improving the 

performance of the recommender system. 

Without DC: We remove the correlation loss 𝐿𝑜𝑠𝑠𝑎𝑠𝑝𝑒𝑐𝑡𝑜
 and 𝐿𝑜𝑠𝑠𝑎𝑠𝑝𝑒𝑐𝑡𝑟

 in 

Eq.(10-12) in this variant, and we find the performance becomes worse. Distance 

correlation loss aims to ensure that different aspects contain different information. 

Without distance correlation loss, different aspects might be more similar, leading to a 

decline in the performance of the recommender system. 

Without AI: We remove the aspect importance calculation in Eq.(13,14) in this 

variant, the performance is getting poor. This indicates that if the personalized 

preferences for different attributes of users are not taken into account, it results in less 

accurate recommendations. 

Without Des: We remove item descriptions in datasets, the performance is 

becoming worse. This indicates that the information included in the item description 

can enhance the performance of the recommendation system. 

 

4.2.3 Parameter Study. Table 4 shows the results of aggregating neighbors at 

different orders, and the best results are marked in bold. Results on different datasets 

exhibit variations with changes in the aggregation order, therefore, different datasets 

may necessitate adjusting the aggregation order to strike a balance between the local 

and global information. This flexibility highlights the importance of selecting an 

appropriate aggregation order in different contexts. 

Table 4. The results of aggregating neighbors at different orders.  

Number of orders 1 2 3 

Giftcards 0.7378 0.7116 0.7213 

Beauty 0.8213 0.8275 0.8269 

Appliances 1.3644 1.2974 1.3148 
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5 Conclusion 

In this paper, a deep neural recommendation framework UniDNR that unites item 

descriptions, user reviews and user-item interaction graph is proposed to enhance the 

performance of recommendation. Contrasting to existing models, UniDNR considers 

the higher-order interaction relationships in the user-item graph and different aspects 

in textual information. And compared to the state-of-the-art baselines, experiments 

demonstrated that UniDNR can improve the performance of recommender systems. 
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