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Abstract. Video deblurring poses a significant challenge due to the intricate na-

ture of blur, which often arises from a confluence of factors such as camera 

shakes, object motions, and variations in depth. While diffusion models and 

video diffusion models have respectively shone brightly in the fields of image 

and video generation, achieving remarkable results. Specifically, Diffusion Prob-

abilistic Models (DPMs) have been successfully utilized for image deblurring, 

indicating the vast potential for research and development of video diffusion 

models in the realm of video deblurring. However, due to the significant data and 

training time requirements of diffusion models, the prospects of video diffusion 

models for video deblurring tasks remain uncertain. To investigate the feasibility 

of video diffusion models in video deblurring, this paper proposes a diffusion 

model specifically tailored for this task. Its model structure and some parameters 

are based on a pre-trained text-to-video diffusion model, and through a two-stage 

training process, it can accomplish video deblurring with a relatively small num-

ber of training parameters and data. Furthermore, this paper compares the perfor-

mance of the proposed model with baseline models and achieves state-of-the-art 

results. 
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1 Introduction 

Video deblurring poses a longstanding and intricate challenge, which entails reviving 

successive frames amidst spatially and temporally fluctuating blurring effects. This en-

deavor is exacerbated by the inherent complexities introduced by camera shakes, mov-

ing objects, and depth variations that occur within the exposure duration.   

In recent years, generative tasks have attracted widespread attention in academia and 

industry. Among them, diffusion models have gained attention for their striking and 

powerful performance. On the other hand, diffusion models are also applied to image 

denoising and image deblurring. By utilizing the characteristics of diffusion models, 

researchers can effectively remove noise and blur from images, improving the quality 

and clarity of the images. This provides a new solution for the field of image processing, 

helping to improve the visual effect and interpretability of images. In recent times, re-

search pertaining to video diffusion models has started to emerge. Primarily, these stud-

ies concentrate on the task of text-to-video generation. Their efforts have yielded 
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remarkable results in video generation, highlighting the proficiency of generative mod-

els utilizing a diffusion model architecture. Notably, these models have achieved state-

of-the-art (SOTA) performance across various tasks, including image generation, im-

age deblurring, and video generation. 

 

 

Fig. 1. Overview of our video deblurring model. The Unet, decoder model, and image encoder 

1 all use pre-trained weights from the text-to-video model. The model and weight of image en-

coder 2 are the same as image encoder 1 in the beginning, but they are changed in the subsequent 

training process. 

In this study, we adopt a unique perspective by framing the task of video deblurring 

as a conditional generative modeling problem, and innovatively attempt to utilize the 

video diffusion model as the fundamental basis for this endeavor. Addressing the chal-

lenges posed by the substantial data requirements and prolonged training durations in-

herent to video diffusion models, we implement a series of targeted optimization 

measures. Through these refinements, we successfully adapt the model originally in-

tended for text-to-video tasks to the video deblurring task with remarkable efficiency 

and reduced cost. To the best of our knowledge, this is the first work that leverages 

diffusion models for video deblurring task. 

2 Related Work 

2.1 Video Deblurring 

Video Deblurring techniques constitute a crucial area of research in computer vision, 

primarily emphasizing the effective utilization of information contained within multiple 

frames of a video sequence. Traditional methodologies in this domain typically ap-

proach the problem by aggregating temporal data, either directly or indirectly, to en-

hance the quality of deblurred frames. 

Direct aggregation methods, as exemplified in studies such as, aim to combine in-

formation from multiple frames without explicitly modeling the blur process. These 

approaches often rely on techniques like frame averaging or weighted combinations to 
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mitigate the effects of blur. While these methods can achieve some degree of success, 

they may struggle to handle complex motion patterns or severe blurring artifacts. 

On the other hand, indirect aggregation methods tackle the problem by formulating 

an inverse problem based on a blur model that incorporates multiple frames. As demon-

strated in studies like [13,35], these approaches aim to recover the latent sharp frames 

by estimating the blur kernels and motion parameters jointly. This allows for a more 

accurate representation of the blur process and can lead to improved deblurring results. 

To efficiently integrate temporal information in both direct and indirect aggregation 

methods, motion compensation techniques play a crucial role. Techniques such as to-

mography [18], local patch matching [4], and optical flow [7] have been widely em-

ployed to align frames and mitigate motion-induced blurring artifacts. Homography-

based methods assume a global transformation between frames, while local patch 

matching and optical flow techniques provide more fine-grained motion estimation. 

However, accurately estimating motion within blurred frames remains a significant 

challenge. The presence of blur can introduce ambiguities and make it difficult to de-

termine precise motion patterns. To address this issue, several methods have been de-

veloped that alternate between estimating motion and deblurring frames. These iterative 

approaches, as exemplified in studies like [3,2], refine both the motion estimation and 

deblurring results iteratively, leading to improved overall performance. 

2.2 Diffusion Probabilistic Models. 

Diffusion Probabilistic Models (DPMs), a powerful class of generative models origi-

nally proposed in [24], have garnered significant attention in the field of large-scale 

image synthesis. These models have consistently demonstrated remarkable effective-

ness, as evidenced by numerous studies. In fact, DPMs have emerged as viable alterna-

tives to other dominant generative models, such as Generative Adversarial Networks 

(GANs) [9] and Variational Autoencoders (VAEs) [14]. What sets DPMs apart is their 

ability to achieve both high diversity and fidelity in the generated images. 

Despite their impressive performance, the original DPMs face significant challenges 

when it comes to efficient image and video generation. Primarily, this is due to their 

reliance on iterative denoising processes and the need to operate in high-resolution pixel 

spaces. These factors contribute to the overall computational complexity and slow 

down the generation process. 

To alleviate the first challenge of low sampling efficiency, researchers have dedi-

cated considerable effort to developing improved sampling methods. One approach in-

volves the use of learning-free sampling technique [26], which aim to optimize the 

sampling process without relying on additional learning algorithms. Alternatively, 

learning-based sampling strategies [23] leverage machine learning techniques to en-

hance the efficiency and quality of the generated samples. 

On the other hand, addressing the second challenge of high-resolution pixel spaces 

requires a different approach. Methods such as LDM [22] have explored the use of 

manifolds with lower intrinsic dimensionality to reduce the computational burden as-

sociated with high-resolution images. By projecting the data onto a lower-dimensional 
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manifold, these methods aim to preserve the essential features while significantly re-

ducing the computational complexity. 

Our proposed model, takes inspiration from the foundational principles of Mod-

elScopeT2V [31] but extends its capabilities specifically for video deblurring tasks. 

3 Preliminaries of Video Diffusion Model 

Diffusion models encompass two primary components: a forward diffusion process 

and a subsequent iterative denoising phase. In the forward diffusion process, clean data 

𝑥0  undergoes the gradual introduction of random noise within a Markovian chain 

framework: 

𝑞(𝑥𝑡 ∣ 𝑥𝑡−1) = 𝒩(𝑥𝑡; √1 − 𝛽𝑡−1𝑥𝑡−1, 𝛽𝑡𝐼), 𝑡 = 1, … , 𝑇                    (1) 

where 𝛽𝑡 ∈ (0,1)  is a noise schedule and T is the total time step. When T is suffi-

ciently large,  𝑥𝑇 will be nearly a random Gaussian distribution  𝒩(0, 𝐼) . The diffusion 

model is trying to denoise  𝑥𝑇  and learn to iteratively estimate the reversed process: 

𝑝
𝜃
(𝑥𝑡−1 ∣ 𝑥𝑡) = 𝒩 (𝑥𝑡−1; 𝜇

𝜃
(𝑥𝑡, 𝑡), ∑  𝜃  (𝑥𝑡, 𝑡))                       (2)         

A denoising model 𝑥̂𝜃  parameterized with 𝜃  usually be used to approximate the 

original data 𝑥0 by optimizing the following v-prediction: 

ℒbase = 𝐸𝜃[∥∥𝑣 − 𝑥̂𝜃(𝑥𝑡, 𝑡, 𝑐)∥∥
2

2
]                                  (3) 

where 𝑐  is conditional information such as textual prompt, and 𝑣  is the 

parameterized prediction objective. Follow the model structure in [31] we use 3D-

UNet modified from its 2D version by inserting additional temporal blocks. 

4 The Proposed Approach 

4.1 Video Deblurring Diffusion Model 

The architecture of our model is shown in Figure1. Our model incorporates components 

such as Unet, a decoder, and two image encoders. Notably, both Unet and the decoder 

leverage pre-trained weights from a text-to-video model. Image encoder 1 also utilizes 

these pre-trained weights, serving as a foundation for its initialization. Meanwhile, im-

age encoder 2 starts with the same initialization as image encoder 1 but undergoes mod-

ifications during subsequent training iterations, allowing for further refinement and spe-

cialization. This approach ensures that our video deblurring model benefits from the 

rich representational power of pre-trained models while retaining the flexibility to adapt 

to specific task demands. 
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During the diffusion and inference process. The image encoder 1 encodes the prompt 

blur video into image embedding. Then the embedding is inputted into the denoising 

UNet to direct the denoising process. During training, a diffusion process is performed, 

transitioning from 𝑍0
𝑔𝑡

 to 𝑍𝑇
𝑔𝑡

; so the denoising UNet could be trained on these latent 

variables. Conversely, during inference, random noise 𝑍0
𝑝𝑟

 is sampled and utilized for 

the denoising procedure and then the decoder decode it from latent variables to deblur 

video. 

Image encoder Similar to prior text-to-video endeavor [32], the model receives a video 

𝐼video ∈ 𝐹 × 𝐻 × 𝑊 × 𝐶, where F, H, W, and C represent the frame, height, width, and 

channel dimensions, respectively. This branch incorporates conditional signals to im-

part semantic direction to the content generation process. To guarantee that each con-

dition can independently manipulate the generated content, we introduce random drop-

out of image embeddings with a designated probability during the training phase. These 

image embeddings are obtained from the central frame of the source video using CLIP's 

image encoder [21]. 

Denoising UNet From video diffusion model, we use 3D-UNet as the Deboising UNet. 

3D-UNet [5] is an advanced deep learning architecture specifically designed for volu-

metric image segmentation tasks. It is an extension of the popular 2D U-Net, which 

revolutionized medical image segmentation by effectively learning contextual and hi-

erarchical features from limited training data. The key innovation of 3D-UNet lies in 

its ability to process three-dimensional volumes directly, rather than treating them as a 

stack of two-dimensional slices. This enables the model to capture spatial relationships 

and structures in three dimensions, crucial for accurate segmentation of complex anat-

omies and pathologies. Recently, 3D-UNet has gained widespread application in video 

generation tasks due to its exceptional ability to capture spatial and temporal relation-

ships within volumetric data, making it a versatile and effective tool for generating ac-

curate and realistic video content. 

Decoder Following previous work, we use decoder in VQGAN [6] as our decoder ar-

chitecture. The decoder component of VQGAN is a critical element responsible for 

reconstructing high-quality images from quantized latent representations. It is designed 

as a deep convolutional neural network comprising multiple transposed convolutional 

layers that progressively increase the spatial resolution of the feature maps. These lay-

ers, coupled with non-linear activation functions, effectively capture the intricate de-

tails necessary for accurate image reconstruction. The decoder's architecture is opti-

mized to ensure faithful reconstruction of the original image from the compressed latent 

space, thereby preserving visual fidelity and enhancing the overall quality of the gen-

erated images. 

Training Loss Following previous work, the loss function for our model training is as 

follows: 
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ℒtotal = ℒbase + 𝜆ℒcoherence                                          (4) 

ℒcoherence = 𝐸𝜃[∑ 1𝐹−1
𝑗=1 ∥ (𝑣𝑗+1 − 𝑣𝑗) − (𝑜𝑗+1 − 𝑜𝑗) ∥2

2]                 (5) 

where ℒcoherence is a temporal coherence loss that utilizes the frame difference 

as an additional supervisory signal, 𝑜𝑗 and 𝑣𝑗 are the predicted frame and corre-

sponding ground truth. And 𝜆 is a balance coefficient that is set empirically to 0.1. 

 

Fig. 2. Two stages training of the video deblurring diffusion model. In the first phase, only the 

encoder for blurred images is trained, while in the second phase, supervised fine-tuning is con-

ducted, involving all parameters of the entire model in the training process. 

4.2 Two Stages Training 

Due to the significant demands of diffusion models on both data and the number of 

training iterations, video diffusion models exacerbate these computational resource re-

quirements even further. To conserve resources while effectively leveraging relevant 

information within pre-trained models, we propose a two-stage training strategy, shown 

in Figure 2. This approach aims to enhance the performance of deblurring tasks by 

utilizing information from a pre-trained text-to-video model while minimizing compu-

tational costs. 

In the first stage, only the encoder for blurred videos (i.e., Image Encoder 2) is 

trained. This is because all other model parameters have been previously learned 

through pre-training. To ensure that information from blurred images is effectively en-

coded and properly linked with the remaining model components, we prioritize training 

the encoder for blurred images during this initial phase. 

After completing the first stage of training, the encoder for blurred images has 

learned corresponding representational information. Subsequently, we fine-tune the 
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entire model to ensure better integration among the newly added modules and to en-

hance the guidance for the deblurring task, ultimately achieving optimal performance. 

5 Experiments 

5.1 Datasets 

GoPro [19] The GoPro dataset is a widely used synthetic dataset in the field of deep 

learning for deblurring, generated by blending high-speed camera-captured clear video 

frames. It provides a training set of 2,103 and a test set of 1,111 pairs of blurred and 

clear images. This dataset is significant for benchmarking deblurring methods, as it 

represents a synthetic yet realistic scenario for training and testing networks. 

 

DVD [27] The DVD (Deep Video Deblurring for Hand-held Cameras) dataset plays a 

pivotal role in advancing the field of video deblurring. This dataset is a cornerstone in 

the study of motion blur reduction from videos captured by hand-held devices. The 

dataset is designed to support the development and evaluation of deep learning solu-

tions for video deblurring, focusing on the significant challenge posed by motion blur 

due to camera shake. It contains 71 videos with 6,708 blurry-sharp image pairs, splitting 

into 61 training videos and 10 testing videos. 

5.2 Model Instantiation and Training Details 

Following previous work in [31,32], we utilize the DDPM [10] with T set to 1,000 

steps. Additionally, for inference, we adopt the DDIM sampler [26] within the frame-

work of classifier-free guidance [11], using 50 steps as the default configuration. Our 

model primarily consists of four modules: the blur image encoder(i.e. Image Encoder 

1), the sharp image encoder(i.e. Image Encoder 2), the denoising UNet and the Deocder. 

The checkpoint of the four module are all obtained from TF-T2V [32], and the initial 

checkpoint of blur image encoder and sharp image encoder are the same. We train our 

model with the AdamW optimizer [16] with 𝛽1 = 0.9, 𝛽2 = 0.999 and a learning rate 

of 5 × 10-5. For input videos, we select 16 frames per iteration from each video and 

crop a 256 × 256 region randomly. 

5.3 Evaluation Metrics 

In this study, three widely utilized evaluation metrics are employed to compare the 

synthesized images with the ground truth images. These metrics include the peak sig-

nal-to-noise ratio (PSNR), the structural similarity index measure (SSIM), and the 

learned perceptual image patch similarity (LPIPS) [38]. Specifically, PSNR assesses 

the relative sharpness of the images, SSIM evaluates their structural similarity, and 

LPIPS gauges their perceptual quality. 
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5.4 Experimental Results 

Table 1. Deblurring results on the GoPro dataset. "↑" indicates the higher the better and "↓" in-

dicates the lower the better. Our model achieved the best results across all three metrics. 

Methods PSNR ↑  SSIM ↓ LPIPS ↓ 

Ground Truth +∞  1.0 0.0 

STFAN [40] 28.59  0.86 0.20 

SRN [28] 30.61  0.90 0.16 

EDVR [33] 31.54  0.93 0.10 

PVDNet [25] 31.52  0.92 0.12 

Deblur-NeRF [17] 31.89  0.93 0.10 

Ours 32.22  0.95 0.07 

 

Results on GoPro Dataset Table 1 shows quantitative results on the GoPro dataset. We 

compared our model with the current state-of-the-art (SOTA) methods. And our model 

achieved the best results across all three metrics. In comparison to the runner-up model 

Deblur-NeRF, the proposed model improves PSNR, SSIM and LPIPS by 0.43dB, 0.02 

and 0.03 respectively. To present the results of our model more intuitively, Figure 3 

displays the input images, model outputs, and ground truth from the GoPro dataset. As 

shown in the figure, our model effectively performs deblurring on the inputs. Moreover, 

compared to Deblur-NeRF, our model demonstrates significant performance improve-

ment in terms of image restoration authenticity, especially in scenarios with severe 

blurring. 

Table 2. Deblurring results on the DVD dataset. "↑" indicates the higher the better and "↓" indi-

cates the lower the better. Our model achieved the best results across all three metrics. 

Methods PSNR ↑  SSIM ↓ LPIPS ↓ 

Ground Truth +∞  1.0 0.0 

STFAN [40] 31.24  0.92 0.11 

SRN [28] 30.53  0.89 0.14 

EDVR [33] 31.82  0.92 0.9 

PVDNet [25] 32.31  0.93 0.9 

Deblur-NeRF [17] 32.29  0.92 0.8 

Ours 32.59  0.93 0.06 

 

Results on DVD Dataset Table 2 shows quantitative results on the GoPro dataset. 

Upon comparing Table 1 and Table 2, it is evident that the same model generally per-

forms better on the DVD dataset, potentially due to the simpler nature of image blurring 



 Deblurring via Video Diffusion Models 9 

in this dataset. As Table 2 illustrates, our model achieves state-of-the-art results and 

significantly outperforms other models on the LPIPS evaluation metric. This suggests 

that the images generated by our model not only remove blur but also align more closely 

with human perception. We attribute this success to the fact that our model is a gener-

ative model based on a diffusion model, which has achieved notable success in image 

generation and is widely recognized for its ability to produce more realistic images. 

 

Fig. 3. Sample deblurred results from GoPro dataset. 

 

Fig. 4. Visual comparison with error maps of our model. Regions with red box indicate empha-

sized regions of error map. 
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5.5 Error Map Analysis 

Figure 4 illustrates the error map between the deblurred output of our model and the 

ground truth. As evident from the figure, the majority of the model's output closely 

resembles the ground truth. The errors predominantly concentrate around the edges of 

objects, particularly those spanning across the entirety of the scene. This suggests that 

while our model excels at generating the internal details of objects within the scene, it 

struggles with precisely localizing them. We hope to address this limitation in the future 

work. 

6 Conclusions 

In this paper, we extend the application of video diffusion models to the task of video 

deblurring. To the best of our knowledge, this is the first work to propose the use of 

video diffusion models for video deblurring tasks. While implementing the video 

deblurring diffusion model architecture, we address the challenges associated with the 

data-intensive and slow convergence nature of diffusion model training. Specifically, 

we introduce a two-stage training approach that leverages previously pre-trained check-

points, significantly accelerating convergence while conserving computational re-

sources. Experimental results demonstrate that our proposed model achieves state-of-

the-art (SOTA) performance on both the GoPro and DVD datasets. Moreover, our 

model exhibits notable improvements in human perception-related evaluation metrics 

compared to previous models. 
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