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Abstract. Rumor detection aims to determine the truthfulness of a post, no matter 

it is unimodal (plain text) or multimodal (text and images). However, previous 

models only considered one of these situations, ignoring the possibility of both 

occurring simultaneously. Additionally, previous multimodal models often failed 

to tackle the inconsistency between texts and images, which can produce noise and 

harm performance. To address the aforementioned issues, we propose a novel uni-

fied model for unimodal and multimodal rumor detection, called the Graph Atten-

tion Generative Image Network (GAGIN), which is integrated with multimodal 

alignment. The experimental results on two popular datasets demonstrate that 

GAGIN outperforms the state-of-the-art baselines. 

Keywords: Unified model, Rumor detection, Multimodal rumor detection,  

Graph attention network, Diffusion model.  

1 Introduction 

Rumor can lead to serious consequences. For example, during the COVID-19 pan-

demic, a newly published study shows that approximately 800 people have died due to 

rumors that drinking high-concentration alcohol can disinfect the body [1]. Rumor de-

tection model can automatically determine whether an event is a rumor and help prevent 

its dissemination. As shown in Fig. 1, rumors can be communicated in plain text or they 

can be a combination of both visual and textual content. Therefore, previous research 

can be categorized into unimodal and multimodal methods. Unimodal methods rely on 

a single type of data, such as text or image, to extract salient features for rumor detec-

tion.  

Compared to the success of unimodal rumor detection, multimodal approaches are 

still in its early stages and only focuses on two modalities: text and image. However, 

there are two issues with multimodal rumor detection. One issue is that previous mul-

timodal approaches are ineffective in detecting unimodal rumors (i.e., those based 

solely on text), because they heavily rely on both text and image data to extract salient 

features and their interactions. Using the tweet in Fig. 1(a) as an example, it cannot be 

directly processed by previous multimodal approaches due to the lack of an image, 

which results in the loss of critical interaction features between text and image.  
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Fig. 1. Examples from the social platform Twitter, where (a) is a text-only sample; (b) is a multi-

modal sample.  

 

Another issue is the inconsistency between the image and text. Previous approaches 

often directly concatenate the features of images and texts [2, 3], ignoring the incon-

sistency between image and text which will harm the performance. For instance, as 

shown in Fig. 1(b), the text ``The two suspected \#CharlieHebdo gunmen have been 

killed'' does not match the image, which depicts a fire behind some trees.  

To address the above two issues, we propose a novel unified model for unimodal 

and multimodal rumor detection, namely Graph Attention Generative Image Network 

(GAGIN) which can be applied to text-based and multimodal (i.e., text and image) ru-

mor detection. To address the first issue, we use the advanced diffusion model [4] to 

generate images based on the text. To solve the second issue, inspired by Clip [5], we 

compare the similarity between the image generated from the text and the raw image 

(if it exists) and we encode the visual and text modalities via self-supervised learning 

for cross-modal alignment to integrate images and texts to detect their inconsistency. 

Finally, we use texts and images to build graph structures respectively, and use Graph 

Attention Network (GAT) [7] to obtain the relations between images or texts. The ex-

perimental results on two popular datasets show that our GAGIN outperforms the 

SOTA baselines. The main contributions of this paper are as follows: 

1) This paper is the first work to propose an unified  model that can be used for both 

unimodal and multimodal rumor detection, which can benefit from the interaction be-

tween text and images that are either original or generated.  

2) This paper uses the similarity between the generated image and the raw image to 

detect the inconsistency of them and utilizes the generated image to resolve the incon-

sistency.  

3) This paper not only considers the difference between the text and the image in the 

same post, but also learns the relations between texts or images in different posts.  
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2 Related Work 

2.1 Unimodal Rumor Detection 

Previous methods usually rely on textual data to extract distinctive features to detect 

rumors. This type of method uses traditional learning models such as decision trees [7]  

and support vector machines (SVM) [8] or deep neural network based models. Deep 

learning models such as RNN [9] and CNN [10] are used to extract high-level text 

semantics feature representations of text. Due to the popularity of pre-trained models, 

BERT-based [11] text encoding methods are also adopted [12].  

In order to get more useful information from texts, people strive to construct more 

reasonable neural networks to learn stance-based, emotional, capture comment-based 

and propagation-based features around metadata, which has achieved satisfactory per-

formance and gained considerable development. Specifically, Wu et al. [13] proposed 

a sifted multi-task learning model with filtering mechanism to detect fake news by join-

ing stance detection task. Zhang et al. [14] have verified that sentiment signals are dif-

ferentiated between fake news and real news in their model. Shu et al. utilized both 

news content and user comments to capture interpretable user comments [15] and pro-

posed a model to study the relations between hierarchical propagation network and ru-

mors for rumor detection [16].  

2.2 Multimodal Rumor Detection 

These models can not only utilize text information, but also additionally use infor-

mation other than text (such as images). Specifically, Wang et al. [3] proposed a mul-

timodal model framework where image features encoded by VGG-19 [17] are simply 

concatenated with text features for rumor detection. Khattar et al. [2] added a decoder 

based on [3] to improve the quality of multimodal representation. Qian et al. [18] de-

signed a multimodal contextual attention network that can mine hierarchical semantic 

relationships and model multimodal contextual information for rumor detection. Wu et 

al. [19] extracted spatial and frequency domain features from images together with text 

features, and fused them through multiple co-attention modules for rumor detection. 

On the basis of image and text features, Zheng et al. [20] introduced graph social con-

text features to improve model performance. Sun et al. [21] also introduced graph neu-

ral networks and they proposed a fine-grained multimodal graph interaction network 

that explicitly learns the dependencies between text markers and image patches from a 

graph perspective and mines the interactions between different modalities for multime-

dia rumor detection.  

 The advantages of our study compared with previous work can be summarized as 

follows. This is the first work to propose a rumor detection model that can be used in 

either unimodal or multimodal situation  simultaneously. Meanwhile, we not only mine 

the relations between the same modalities, but also learn the relations between different 

modalities, and can effectively solve the inconsistency between images and texts.  
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3 Method 

3.1 Task Definition 

Let 𝑃 = {𝑝1, 𝑝2, … , 𝑝𝑛} be a sequence of posts on social media containing text or 

both text and images, Since not every post has an image, for each post 𝑝𝑖 ∈ 𝑃, 𝑝𝑖 =
{𝑡𝑖 , 𝑣𝑖 , 𝑣𝑡𝑖} or 𝑝𝑖 = {𝑡𝑖 , 𝑣𝑡𝑖}, where 𝑡𝑖 , 𝑣𝑖 and 𝑣𝑡𝑖 represent the text, image and text to im-

age of pi. Our goal is to learn a model 𝑓: 𝑝𝑖 → 𝑌, (𝑝𝑖 ∈ 𝑃), to classify each post into the 

predefined categories 𝑌 = {0,1}, which is the ground-truth label of the post 𝑝𝑖  (0/1 de-

notes non-rumor/rumor).  

3.2 Overall Architecture 

The architecture of our GAGIN model is shown in Fig. 2. We first take out the raw 

data 𝑝𝑖  that needs to be identified of text 𝑡𝑖 and image 𝑣𝑖 (if it exists) from a post on 

social media. Secondly, we generate the image 𝑣𝑡𝑖 from the text, then encode 𝑡𝑖, 𝑣𝑖 and 

𝑣𝑡𝑖, compare the similarity between the encodings of 𝑣𝑡𝑖 and 𝑣𝑖, and Align the encoding 

of 𝑣𝑡𝑖 with the encoding of 𝑡𝑖. Then, we use similarity learning to build graphs and learn 

the features of the graphs for all texts and images in 𝑃. Finally, we use Self-Attention 

(SA) to further learn all salient features, concatenate them and put them in Fully Con-

nected (FC) layer to distinguish whether 𝑃𝑖  is a rumor or not.  

3.3 Modules of GAGIN 

Raw data feature extraction. The Raw data of the post 𝑃𝑖  includes  𝑡𝑖 and 𝑣𝑖 (if it 

exists). We first put the text  𝑡𝑖 into the pre-trained Diffusion1 [4] model to generate the 

image 𝑣𝑡𝑖. The process is formulated as follows.  

 𝑣𝑡𝑖 = 𝐷𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛(𝑡𝑖) (1) 

Then we use pre-trained BERT2 [11] and Resnet50 [22] to encode the 𝑡𝑖 and images 𝑣𝑖 

(if it exists) or 𝑣𝑡𝑖, respectively, 

 𝑅𝑖
𝑣 , 𝑅𝑖

𝑣𝑡 = 𝑅𝑒𝑠𝑛𝑒𝑡50(images) (2) 

 𝑅𝑖
𝑡 = 𝐵𝐸𝑅𝑇(𝑡𝑖) (3) 

where 𝑅𝑖
𝑣 , 𝑅𝑖

𝑣𝑡 ∈ 𝑅𝑑, 𝑅𝑖
𝑡 ∈ 𝑅𝑑′

, images refers to 𝑣𝑡𝑖 or 𝑣𝑖.  

Multimodal alignment. After obtaining the feature representations 𝑅𝑖
𝑣 , 𝑅𝑖

𝑣𝑡 and 𝑅𝑖
𝑡  

of  𝑣𝑖, 𝑣𝑡𝑖 and 𝑡𝑖, we can modally align 𝑅𝑖
𝑣𝑡 and 𝑅𝑖

𝑡, calculate the similarity between 𝑅𝑖
𝑣  

and 𝑅𝑖
𝑣𝑡  to determine whether there is inconsistency between the image and text. 

Specifcally, we first transform 𝑅𝑖
𝑣𝑡 and 𝑅𝑖

𝑡 into the same modal feature space as fol-

lows.  

 
1 https://huggingface.co/runwayml/stable-diffusion-v1-5 
2 https://huggingface.co/bert-base-uncased 

https://huggingface.co/runwayml/stable-diffusion-v1-5
https://huggingface.co/bert-base-uncased
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Fig. 2. The architecture of the proposed unified model.  

 𝑅𝑖
𝑡′

= 𝑊𝑡𝑅𝑖
𝑡 ,  𝑅𝑖

𝑣𝑡′
= 𝑊𝑣𝑡𝑅𝑖

𝑣𝑡 (4) 

where 𝑊𝑡 and 𝑊𝑣𝑡 are learnable parameters. Then we narrow the distance between 𝑅𝑖
𝑡′

 

and 𝑅𝑖
𝑣𝑡′

 by the MSE loss for modal alignment is as follows.  

 ℒ𝒶ℓ𝒾ℊ𝓃 =
1

𝑛
∑ (𝑅𝑖

𝑡′
− 𝑅𝑖

𝑣𝑡′
)

2
𝑛
𝑖=1  (5) 

Similarity comparison. After aligning 𝑅𝑖
𝑣𝑡 and 𝑅𝑖

𝑡 through modal alignment, then 

we can get the similarity between 𝑣𝑖 and 𝑣𝑡𝑖 by calculating the cosine values of 𝑅𝑖
𝑣 and 

𝑅𝑖
𝑣𝑡 as follows.  

 𝛼 = (𝑅𝑖
𝑣 ∗ 𝑅𝑖

𝑣𝑡)/(||𝑅𝑖
𝑣||||𝑅𝑖

𝑣𝑡||) (6) 

If the similarity 𝛼 is less than 0.5, we will think that the image 𝑣𝑖 and text 𝑡𝑖 are in-

consistent and remove 𝑣𝑖. Otherwise, we will concatenate the 𝑅𝑖
𝑣 and 𝑅𝑖

𝑣𝑡 for a new 𝑅𝑖
𝑣 

as follows.  

 𝑅𝑖
𝑣 = 𝑐𝑜𝑛𝑐𝑎𝑡(𝑅𝑖

𝑣 , 𝑅𝑖
𝑣𝑡) (7) 

Since the text graph structure and the image graph structure are processed similarly, 

next we will explain the image graph structure specifically. We first use Eq. (6) to sim-

ilarly calculate the similarity between images and texts in posts. If the similarity is 

higher than 0.7, we will place an edge between them. The formula is shown in Eq. (8),  

where 𝑒𝑖𝑗 stands for whether existing an edge between the features of images 𝑅𝑖
𝑣 and 

𝑅𝑗
𝑣, 𝑒𝑖𝑗 = 𝑒𝑗𝑖.  

 𝑒𝑖𝑗 = {
1,      𝑖𝑓 𝛼𝑖𝑗 > 0.7

0,         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
   (8) 

Graph attentional layer. The next we can obtain the similarity information through 

Graph Attentional Layer (GAL). The key of GAL is the aggregation of the 
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neighborhood information. For node 𝑛𝑖 , we first get its neighbor nodes 𝒩𝒾 =

{𝑛𝑖
1, 𝑛𝑖

2, 𝑛𝑖
3, … , 𝑛𝑖

𝑗
}, where 𝑗 is the number of neighbor nodes and 𝑛𝑖

𝑗
 is the neighbor 

node. We first calculate the attention weight 𝛽 = {𝑒𝑖
1, 𝑒𝑖

2, 𝑒𝑖
3, … , 𝑒𝑖

𝑗
} between 𝑛𝑖  and 

each node in 𝒩𝒾, the formula is shown in Eq. (9), where ⊕ denotes concatenation of 

vectors, 𝜅 and 𝑊 are learnable parameters, 𝑥𝑖 and 𝑥𝑗
′ are node embeddings of 𝑛𝑖 and its 

neighbor nodes 𝑛𝑖
𝑗
 in 𝒩𝒾.  

 𝑒𝑖
𝑗

= 𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈 (𝜅 [𝑊𝑥𝑖 ⊕ 𝑊𝑥𝑗

′
]) (9) 

Then, we use the softmax function to perform weight normalization on the attention 

weights. After that, the normalized attention coefficients are used to compute a linear 

combination of the features corresponding to them to serve as the final output features 

for every node. Finally, a multi-head attention mechanism [23] is adopted to capture 

features from different perspectives. The formula is shown in Eq. (10), where 𝑒𝑖
𝑗
 is the 

attention weight in 𝛽, 𝑅𝑖
𝑔𝑣

 is the graph feature of images, 𝐻 denotes the number of 

heads, 𝑥𝑖
𝑗
 is the embedding of the node in 𝒩𝒾 , ⊕ denotes concatenation of vectors. 

Similarly, we can get the graph feature of texts 𝑅𝑖
𝑔𝑡

.  

 𝑅𝑖
𝑔𝑣

=
𝐻
⊕

ℎ = 1
𝜎 (∑ 𝑠𝑜𝑓𝑡𝑚𝑎𝑥𝑖(𝑒𝑖

𝑗
)

ℎ
𝑊ℎ𝑥𝑖

𝑗
𝑗∈𝒩𝒾

) (10) 

where σ is a nonlinear activation function.  

 Self-attention. Next, we use the self-attention [23] to enhance the features of 𝑅𝑖
𝑡, 

𝑅𝑖
𝑣, 𝑅𝑖

𝑔𝑣
, and 𝑅𝑖

𝑔𝑡
 respectively. Specifically, We use the following equation to calculate 

the query matrix, key matrix and value matrix, respectively, where 𝑅𝑖
𝑡 is taken as an 

example, 𝑊𝑄 , 𝑊𝐾 , 𝑊𝑉 ∈ 𝑅𝑑×
𝑑

𝐻 are linear transformations: 

 𝑄𝑖
𝑡 = 𝑅𝑖

𝑡𝑊𝑄 ,  𝐾𝑖
𝑡 = 𝑅𝑖

𝑡𝑊𝐾 ,  𝑉𝑖
𝑡 = 𝑅𝑖

𝑡𝑊𝑉 (11) 

Then we can get the more representative text features 𝑅𝑖
𝑡′′

, and the formula is shown in 

Eq. (12), where 𝐻 denotes the number of heads, ⊕ denotes concatenation of vectors, 

and 𝑊𝑡
𝑂 ∈ 𝑅𝑑×𝑑 is the output linear transformations.  

 𝑅𝑖
𝑡′′

= (
𝐻
⊕

ℎ = 1
𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (

𝑄𝑖
𝑡𝐾𝑖

𝑡

√𝑑
) 𝑉𝑖

𝑡) 𝑊𝑡
𝑂 (12) 

Similarly, we can get 𝑅𝑖
𝑣′′

, 𝑅𝑖
𝑔𝑣′′

, 𝑅𝑖
𝑔𝑡′′

.  

Fully connected layer. Finally, we concatenate and feed 𝑅𝑖
𝑣′′

, 𝑅𝑖
𝑔𝑣′′

, 𝑅𝑖
𝑔𝑡′′

 into the 

fully connected layer to predict whether 𝑝𝑖  is a rumor or not:  

 𝑦�̂� = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (𝑊𝑟𝑐𝑜𝑛𝑐𝑎𝑡 (𝑅𝑖
𝑡′′

, 𝑅𝑖
𝑣′′

, 𝑅𝑖
𝑔𝑣′′

, 𝑅𝑖
𝑔𝑡′′

) + 𝑏) (13) 
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Table 1. The statistics of two datasets.  

Statistics tweets images non-rumors rumors 

PHEME 5746 2018 3653 2093 

Weibo 4664 3842 2351 2313 

 

where 𝑊𝑟  and 𝑏 are the trainable weight matrix and bias, respectively, �̂� is the final 

prediction result.  

Objective function. The rumor detector is trained with cross-entropy loss against 

the ground-truth distribution 𝑦𝑖 , and the formulas for classification loss and total loss 

are:  

 ℒ𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑦 = −𝑦𝑖log(𝑦�̂�) − (1 − 𝑦𝑖)log(1 − 𝑦�̂�) (14) 

 𝐿𝑖 = 𝜆𝑎ℒ𝑎𝑙𝑖𝑔𝑛 + 𝜆𝑐ℒ𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑦  

where 𝜆𝑎 and 𝜆𝑐 are used to balance the two losses.  

4 Experimentation 

4.1 Datasets 

We evaluate our model on two real-world datasets: Weibo [9] and PHEME [24]. The 

language of the Weibo dataset is Chinese and is collected from Weibo, one of the most 

popular social platforms in China. The language of the PHEME dataset is English, col-

lected from Twitter, and its main content is 5 breaking news. Since some baseline mod-

els need to contain both text and images, we experimented GAGIN on the datasets that 

contain both text and images and the entire dataset. The statistical results of the two 

datasets obtained after removal are shown in the Table 1.  

4.2 Experimental settings 

For both datasets, we use similar preprocessing methods: 1). Removing the URL 

part of the text. 2). Removing data containing only plain URLs or plain "@xxx". 3). 

Each tweet extracted up five comments at most. 4). Images were resized to 224 × 224 

pixels and normalized.  

We use BERT to initialize word embeddings of size 768. We use Adam [25] to op-

timize our objective function. The number of heads 𝐻 is set to 6. 𝜆𝑎 and 𝜆𝑐 are set to 

1.6 and 2.2. For the fair comparison, we perform 5-fold cross-validation in all experi-

ments and report average results.  

4.3 Baselines 

We compare the GAGIN model to the baselines listed below.  

 Text-CNN [26] is a deep learning model  designed for text classification tasks.  
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Table 2. The results of GAGIN and baselines on PHEME. 

Method 
PHEME 

Acc. (%) Pre. (%) Rec. (%) F1  

Text-CNN 63.6 40.4 63.6 49.4  

BERT 85.4 84.1 84.5 84.3  

EANN 78.4 74.5 77.3 95.9  

MVAE 83.1 84.1 83.1 83.4  

MFAN 87.4 87.7 87.4 87.5  

MGIN-AG 87.5 84.4 86.8 85.4  

GAGIN/m 87.8 86.9 86.5 86.7  

GAGIN 88.5 87.8 87.3 87.5  

 

 BERT [11] is currently the most popular pretrained language representation 

model.  

 EANN [3] is a multimodal model where VGG-19 encoded image features and 

w2v encoded text features.  

 MVAE [2] is a multimodal variational auto-encoder that can effectively learn 

shared representations between images and text.  

 MFAN [20] is multimodal feature-enhanced attention network based on self-at-

tention.  

 MGIN-AG [21] is interactive network between the words of the text and image 

blocks.  

Among them, Text-CNN and BERT are unimodal methods, while EANN, MVAE,  

MFAN and MGIN-AG are all multimodal ones, most of which use Text-CNN for text  

encoding. The multimodal methods and GAGIN/m choose datasets that contains both 

text and image parts, while the others select the entire dataset.  

4.4 Results 

Table 2 and Table 3 shows the performance of all methods, and the results show 

that our GAGIN model outperforms all baselines and we also draw the following ob-

servations. Analysis can be conducted according to the following aspects:  

1) Most of them are based on text-CNN methods to learn text features. That is, sen-

tence features are trained by training word vectors, and word vectors are trained by 

training dictionaries, without considering the position information of the word in the 

sentence. However, BERT, as a pre-training model, takes these into consideration, so  

most of these models do not perform as well as directly using BERT for single text 

encoding training.  

2) MVAE is improved on basis of EANN, so the effect is obviously better than 

EANN. On basis of already having image and text information, MFAN adds an addi-

tional social graph structure, so its performance is better than EANN and MVAE.  
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Table 3. The results of GAGIN and baselines on Weibo.  

Method 
Weibo 

Acc. (%) Pre. (%) Rec. (%) F1  

Text-CNN 74.3 83.1 74.1 72.3  

BERT 89.1 89.1 89.1 89.1  

EANN 80.7 83.0 80.7 81.8  

MVAE 85.2 85.5 85.3 85.4  

MFAN 90.1 90.1 90.1 90.1  

MGIN-AG 93.3 93.4 93.2 93.3  

GAGIN/m 93.8 93.7 93.8 93.8  

GAGIN 94.6 94.7 94.6 94.6  

 

Table 4. Results of ablation study on the PHEME and Weibo.  

Method 
Weibo  PHEME 

Acc. (%) F1  Acc. (%) F1  

GAGIN 94.6 94.6  88.5 87.5  

w/o IG 90.3 90.3  84.5 82.0  

w/o SC 92.8 92.8  86.7 86.6  

w/o A 93.4 93.2  87.8 87.1  

w/o G 94.0 94.0  88.3 87.3  

 

3) MGIN-AG only considers representations of the same modal features. However, 

it did not take the connections into account and inconsistencies between different mo-

dalities, so the effect is not as good as our GAGIN/m. Since the data of GAGIN is more 

complete than the training sample data of GAGIN/m, GAGIN is slightly better than 

GAGIN/m.  

 

4.5 Ablation study 

To verify the effectiveness of each module of GAGIN, we consider the following 

variants by removing one of the components in the model:  

◼ w/o IG: Removing the images generated according to texts from GAGIN. 

◼ w/o SC: Removing the similarity comparison between images. 

◼ w/o A: Removing alignment between images and texts. 
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Fig. 3. Two typical cases detected by GAGIN, where (a) a sample with only texts where the im-

age is generated; (b) a sample with the text and image but they are inconsistent. 

◼ w/o G: Removing graphical information between texts or images.  

The experimental results are shown in Table 4 and we can draw the following ob-

servations. 

1) The simplified model w/o IG achieves the relatively lowest results. The reason 

is that it not only fails to avoid the interference of inconsistent images and text,  

but also fails to make the model better understand based on the generated im-

ages, causing the subsequent butterfly effect. This result proved the effective-

ness of our mechanism of generating images for pure text post.  

2) Compared with GAGIN, w/o SC has a significant decrease on accuracy 

(Weibo/PHENE: -1.8/-1.8). This result shows that similarity comparison can 

solve the problem of the inconsistency between images and texts to a certain 

extent.  

3) The model w/o A performs worse than GAGIN.  Modal alignment is to enable 

different modes of similar things to form similar expressions in space. Remov-

ing the module modal alignment will result in no more relevant and representa-

tive feature representation being obtained between texts and images.  

4) The model w/o G has the relatively lowest impact but it's also important. The 

graph structure is equivalent to a guarantee. When text or image information is 

poorly learned, the graph structure can play a corrective role at this time.  

4.6 Case study 

To further illustrate the effectiveness of our GAGIN, we give two representative 

cases, all of which have been successfully classified by our model.  

It can be seen that, in Fig. 3(a), for plain text, the lack of image is more difficult for 

the detector to understand than having both image and text. Therefore, we added image 

information that matches the text so that the detector can better comprehend the tweet.  

In Fig. 3(b), inconsistencies between images and text may cause the detector to un-

derstand unnecessary information. Hence, we compare the similarity of the images, and 
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then remove the raw image and use the generated image that is more consistent with 

the text, allowing the model to detect the rumor without interference.  

5 Conclusion 

In this paper, we propose a novel unified model, namely Graph Attention Generative 

Image Network (GAGIN), which can be used for unimodal or multimodal rumor de-

tection. Specifically, we generate images based on corresponding texts, so that our mul-

timodal model can be applied to text-only tasks and be benefit from the interaction 

between texts and images. Through our similarity comparison and modal alignment 

mechanisms, more significant image and text features can be obtained. Experimental 

results on English Pheme and Chinese Weibo show that our GAGIN outperforms the 

state-of-the-art baselines. Our future work will focus on how to select the highly corre-

lated images from the set of generated and posted images for multimodal rumor detec-

tion.  
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