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Abstract. Emotional understanding plays a crucial role in various fields related 

to human–computer interaction, emotional computing, and human behavior anal-

ysis. However, traditional single-modal methods often struggle to capture the 

complexity and subtleties of emotional states. With the advances in eye-tracking 

technology and facial expression recognition technology, eye-tracking and facial 

expressions provide complementary insight. We combine eye-tracking and facial 

expressions to conduct emotional research. Combining these two types of infor-

mation more comprehensively and accurately describes the emotional experience 

of individuals and improves upon methods using a single mode. Because human 

emotional changes require event induction, the events and methods of emotion 

induction are extremely important. We also present a data collection experiment 

using emotion theory in psychology. We selected three types of emotion-activat-

ing images (positive, neutral, and negative) from the Chinese Affective Picture 

System (CAPS). We design a system to extract features from the collected data, 

fusing the multi-modal eye tracking and facial expressions. This system is our 

proposed dual-channel multi-modal emotion recognition lightweight network 

VGG-inspired LightNet using a convolutional neural network (CNN). This 

model achieved an accuracy rate of 96.25% in tests using our gathered data. Com-

pared with single-modal emotion recognition methods, combining eye movement 

signals with facial features improves the accuracy and robustness of recognizing 

emotional states. 

Keywords: Multimodal; Facial expressions; Eye-tracking; Feature fusion; 

Emotional recognition. 

1 Introduction 

Emotions play a crucial role in shaping human interactions and experiences. In today's 

digital age, the proliferation of social media platforms and advances in human-com-

puter interaction technologies have triggered a growing interest in emotion recognition 

techniques across different disciplines such as computer science, artificial intelligence, 
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psychology, and education [1]. The vast amount of data generated on online platforms 

provides a unique opportunity to gain insights into user emotions, which is crucial for 

enhancing the intelligence of computer systems and improving the quality of human-

computer interactions. Despite the growing interest in emotion recognition, existing 

approaches still face challenges such as low accuracy, inconsistent performance, and 

susceptibility to environmental noise. The popularity of deep learning has made multi-

modal emotion recognition a research focus in emotion classification both domestically 

and internationally [2]. The rise of deep learning techniques has driven research into 

multimodal emotion recognition, which integrates different behavioral expressions to 

provide a more comprehensive understanding of emotional states. By exploiting phys-

iological neural states and behavioral expressions at the subconscious level, researchers 

aim to improve the accuracy and reliability of emotion classification at home and 

abroad. Multimodal emotion recognition methods often combine external behavioral 

expressions such as eye tracking and facial expressions to capture a more nuanced un-

derstanding of an individual's emotional state. While external behaviors such as facial 

expressions can provide intuitive emotional insights, they can sometimes lack authen-

ticity and reliability. In contrast, physiological neural states provide a non-invasive and 

reliable means of assessing mood. By integrating techniques such as eye-tracking to 

analyze visual attention and cognitive processes, together with facial expression analy-

sis, researchers can create a more robust framework for emotion recognition that con-

siders both conscious and subconscious cues. This study lies in the potential of com-

bining eye-tracking and facial expression analysis to improve emotion recognition. By 

exploring how these modalities complement each other in capturing emotional states, 

this study aims to contribute to the development of more accurate and reliable emotion 

recognition systems that can improve human-computer interaction and inform future 

developments in artificial intelligence. 

We summarize our contributions as follows. 

1. Based on relevant psychological theories, we design an emotion induction experi-

ment and collect real-time eye movement signals and facial expression data. The 

experiment uses CAPS to prompt emotional responses (i.e., emotion activation). 

2. We build a dual channel multimodal emotion recognition model using a CNN to 

extract and fuse spatiotemporal features of eye movements and facial expressions 

and to classify accurately three different emotions (positive, neutral, negative). Com-

pared with single-mode emotion recognition, the fusion of eye movement signals 

and facial features has higher accuracy and reliability when identifying emotional 

states. 

We structure our paper as follows. Section 2 introduces the related literature. Section 

3 describes the production design and collection plan of the datasets. Section 4 dis-

cusses the design of the system model and the analysis of experimental results. Section 

5 presents our conclusions. 
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2 Related Work 

2.1 Emotion recognition based on facial expressions 

As the external indicator of human emotions, facial expressions have always been one 

of the important research directions in the field of computer vision. Recent develop-

ments in facial emotion classification have made significant progress, with the shift 

from traditional to deep learning methods becoming significant. Traditional methods 

rely on manually designed features or shallow learning techniques, such as local binary 

patterns (LBPs) [4], local binary patterns from three orthogonal planes (LBP top) [5], 

non-negative matrix factorization (NMF) [6], and support vector machines (SVMs) [7]. 

However, these methods have difficulties recognizing emotions in actual environments. 

Improvements in computing performance have led facial emotion recognition to tran-

sition to deep learning. Of these, convolutional neural networks (CNNs) [8], VGGNet 
[9], residual neural network (RESNET) [10], and other deep learning methods have be-

come the main research methods. 

However, using facial expressions as the main basis for emotion recognition has 

many drawbacks. Different groups of people have varying degrees of concealment of 

facial expressions that make it difficult to understand the true emotions of the target 

audience. Emotion analyses are divided into two types: discrete models and dimen-

sional models [11], with different researchers using different emotional quantification 

models. The emotion quantification model used in this article classifies emotions as 

positive, negative, or neutral. 

2.2 Emotional recognition based on eye movement  

Emotions can also be recognized using biological signals, facial expressions, speech 

intonation, and textual features. Recent developments in technology have led to col-

lected eye movement signals as one of the classification features for emotion recogni-

tion. W. -L. Zheng et al [12] uses eye-tracking devices and cameras to record relevant 

information about research subjects while watching massive open online course 

(MOOC) videos and then classifies their learned emotions. S. Hickson et al [13] uses VR 

devices to record subject eye movement information and classifies the collected data 

into emotions. The accuracy of the method in five emotion categories has been effec-

tively verified. 

These results indicate that using eye movement signals for recognizing emotions has 

a certain degree of reliability. Currently, most researchers utilize eye movement fea-

tures such as fixation, blinks, scans, and pupil data directly. We analyze the feature 

significance via deep learning and find that pupil diameter and gaze events are the main 

indicators of emotional state. We select pupil diameter (maximum, average, minimum), 

fixation time, number of fixation points, and first fixation time as classification features 

to capture emotional states. 
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2.3 Based on multimodal emotion recognition 

More recently, research has focused on extracting features of different patterns, such as 

speech [14], expression [15], text [16], and physiological signals [17], and using machine 

learning methods to classify emotions. Emotion is expressed through multiple modes, 

and the use of a multimodal data fusion strategy for emotion classification has garnered 

significant research interest. At present, multimodal fusion uses speech and text [18], 

face and voice [19], EEG and voice [20], or electroencephalography (EEG) and face [21] 

for recognition. 

Most multimodal emotion recognition uses a variety of external behavior perfor-

mance modes, physiological neural states, and behavioral subconscious behavior. Ex-

ternal performance behavior intuitively and effectively reflects individual emotions, but 

it lacks authenticity and reliability. Although the physiological nerve state is non-inva-

sive and reliable, it is also unstable and has features that are difficult to select. At pre-

sent, methods that combine external performance behavior and physiological neurolog-

ical states are not currently widely used in emotion recognition research. Our approach 

uses expression and eye movements for modal fusion, which effectively avoids the dif-

ficulties of externally represented behaviors and ensures the stability of eye movement 

information reflecting emotions. 

3 Data Management Pipeline 

3.1 Selection of datasets 

In the field of multimodal emotion recognition, existing datasets often fall short in cap-

turing the diverse array of features necessary for comprehensive analysis. Many da-

tasets primarily focus on facial expressions, neglecting other modalities such as eye 

movements, which are crucial for a holistic understanding of human emotions. Further-

more, the quality and accuracy of annotations in existing datasets may be compromised 

due to various factors such as data collection conditions and subjective biases of anno-

tators, potentially leading to noise and inaccuracies that could impact model training 

and evaluation. To address these limitations, we conducted the development of a new 

dataset tailored specifically to the requirements of our research. This dataset collection 

process ensured both the quality of the data and the accuracy of annotations, providing 

a reliable foundation for our study. Moreover, our research focuses on emotion recog-

nition within collaborative learning scenarios, where specific emotional stimuli may 

influence task performance. By designing our dataset collection protocol around these 

contextual factors, we aimed to ensure the relevance and applicability of the data to our 

research objectives. Through the creation of this new dataset, we not only addressed 

the gaps present in existing datasets but also contributed to the advancement of the field 

by providing a valuable resource for future research endeavors. 
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3.2 Datasets acquisition scheme 

To study the characteristics of eye movements with changes in emotional states, it is 

necessary to obtain eye tracking data from subjects under different emotional states. 

We designed emotion induction experiments to stimulate emotional responses. In line 

with our categories, we induced three different types of emotions in our subjects: posi-

tive, neutral, and negative. Using materials from the International Affective Picture 

System (IAPS) and the Chinese Emotional Material Emotional Image System (CAPS), 

we selected a total of 135 images, dividing them into three groups of experiments. Each 

group of subjects underwent three rounds of positive, neutral, and negative experi-

ments. We used an EyeLink1000Plus to record eye movement data and Lenovo high-

definition cameras to record facial expression data. We selected a total of 16 subjects 

for the experiment. As subjects viewed the image materials, we obtained facial expres-

sion images through high-definition cameras [22] and recorded their eye movement in-

formation using an eye-tracking device. Our 16 participants were all college students 

with normal or corrected vision and consisted of 7 males and 9 females. To eliminate 

the influence of video viewing order, we used alternating playback between AB and 

BA to make the participants watch videos in different orders [23]. 

The experimental process is shown in Fig. 1. First, we explained the experimental 

content to the subjects and provided them with reading guidelines. In this experiment, 

we used the right eye alone because the movement of both eyes is conjugate, and the 

fixation positions of the two eyes are always very close. Therefore, apart from some 

paradigms of binocular information confrontation, there is no need to collect binocular 

information. Our left and right eyes differentiate into one dominant eye and one non-

dominant eye, and theoretically collecting data from the dominant eye would be more 

accurate. However, in terms of practical operation, the determination of the dominant 

eye itself is itself controversial. Because more people are right-eye dominant, we chose 

that eye for all subjects. Due to the long duration of the experiment, a head fixator was 

used to restrict the movement of the subjects’ heads in this experiment. We then cali-

brated of the eye tracker using the 9-point calibration method and a 1000 Hz sample 

rate. After the calibration, we began the experiment, with the subjects watching the 

carousel images displayed on the computer screen. After the image was displayed for 

4 seconds, a calibration eye screen was shown. To prevent the subject’s pupils from 

disappearing, a second image appeared, with the whole sequence performed 15 times. 

During the process of rotating images, as shown in Fig. 2, we collected data regarding 

the subject’s facial expressions and eye movements through high-definition cameras 

and eye-tracking devices. 
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Fig. 1. Flow chart of the eye movement signal collection experiment. 

In this data collection experiment, we collected the data under uniform indoor condi-

tions, with a face video sampling rate of 30 Hz and an EyeLink1000Plus eye tracker 

sampling rate of 1000 Hz. The total duration of collected valid data exceeded 200 

minutes. Due to improper experimental operation, some eye movement data of three 

subjects were lost, possibly due to prolonged experimental time when the subjects 

moved their heads, and their pupils were not captured by the eye tracking device. After 

data cleaning, the effective rate of eye tracking data exceeded 85%. The number of 

events reported by the retained subjects was 883 positive events, 1018 negative events, 

and 634 neutral events. Each event only represents one emotional state. The eye move-

ment data collected in the experiment includes gaze data, scanning data, and pupil data. 

 

Fig. 2. Data collection experimental environment. 
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3.3 Data preprocessing 

The facial data initially collected in the experiment is continuous, making it difficult to 

align the continuous facial image features with the discrete eye movement data features 

in the model. Thus, frame segmentation was required. We labeled the collected video 

information and used Python’s CV2 module VideoCapture to read the frames of the 

original video. We set the time interval for selecting frames to 6 seconds, with each 

round of images displayed for 4 seconds. Assuming a Calibration time of 2 seconds, a 

set of data was taken every 6 seconds when changing events. Fig. 3 shows a sample of 

our data, where the image was first grayscale, and then enhanced in contrast and bright-

ness via a histogram equalization. Then, a Gaussian filter was used to smooth the image 

to reduce the effect of noise. Finally, the image size was standardized to a uniform size 

to ensure the consistency of the subsequent facial feature extraction and analysis pro-

cess. The Viola–Jones facial detection algorithm was used to identify key features in 

facial images, such as eyes, nose, and mouth. The face key point detector in the Dlib 

library was used to extract the coordinate information of facial landmarks, with the 

feature vectors of facial expressions calculated based on these feature points, including 

the intensity and direction of facial expressions. 

 

Fig. 3. Sample facial expression images. 

The original eye movement data collected in the experiment was divided into fixation, 

scanning, and event classification. We used the eye tracking instrument and experi-

mental visualization software DataViewer to divide the interest area and extract the 

event data within the interest area. Due to the extracted data being stored in a CSV file, 

abnormal data needs to be filtered. We removed fixation points less than 100 ms and or 

greater than 1000 ms. Due to the high susceptibility of pupil diameter to light exposure, 

we used principal component analysis (PCA) to remove the influence of the first prin-

cipal component (light). 

 Suppose 𝑌 is the 𝑀 ×  𝑁 matrix representing pupil diameters to the same video 

clip from N subjects and M samples. Then 𝑌 = 𝐴 + 𝐵 + 𝐶, where A is luminance in-

fluences which is prominent, and B is emotional influences which we want, and C is 

the noises. We use principal component analysis to decompose Y. We extract the first 

principal component from PCA to approximate the pupil response for the lighting 

changes during the experiments. 
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4 Model 

Based on the basic dataset obtained from the preceding experiment, we designed a mul-

timodal emotion recognition model for facial expressions and eye movement signals 

using a CNN. This model combines feature-level fusion and the VGG Inspired Light-

Net structure to perform emotion recognition using eye movement data and image data. 

Deep learning models automatically learn complex features from input data and gener-

ate an effective classification of emotions through an end-to-end training process. 

4.1 Multimodal model architecture 

High-quality facial expression data and eye movement signal data are key to emotion 

classification and feature saliency analysis. Therefore, after each portion of the experi-

ment, we have the participants complete the Self Positive and Negative Emotion Scale 

(PANAS) to determine the reliability of emotion induction. 

We use a random forest to evaluate the importance of eye movement features and 

ultimately select pupil diameter (maximum, average, minimum), fixation time, number 

of fixation points, and first fixation time as classification features. Preprocessing and 

feature extraction have been optimized for classification to reduce training time and 

noise influence. Event-based concatenation is performed on the two types of data to 

better fit the input of the model. Finally, different machine learning algorithms are used 

to construct a single modal classification model, which is then trained and evaluated.  

When processing the two types of data (eye movement signals and facial expres-

sions), the model first learns the spatial image features using a CNN and then learns 

their temporal features using a Long Short-Term Memory (LSTM) network. In this 

way, the model can efficiently capture the temporal information of both data modalities. 

We used the Keras framework to build the model, as shown in Fig. 4. The model is 

divided into two channels for input, with eye movement and facial expression data 

trained through the two models. Eye movement signals are generated through real-time 

tracking, while expression modalities are transmitted through static images. Therefore, 

we adopted two feature extraction methods. Convolutional neural networks were used 

to learn the spatial image features of state frames, and then LSTM was used to learn 

their temporal features. The LSTM can remember and use information from previous 

time steps, leading to a better understanding of temporal dependencies between data, 

which helps to identify temporal patterns and changes in emotional states. We used the 

VGG Inspired LightNet model for convolutional neural networks. Inspired by VGGNet 
[24], we used fewer convolution kernels and shallower convolution layers. Adopting a 

stacked structure of convolutional and pooling layers, features were extracted from im-

ages using different convolutional kernels. A Dropout layer was introduced after each 

convolutional block in the convolutional neural network to randomly discard a portion 

of neurons during training to prevent overfitting. Using the concatenate layer to fuse 

the features of eye movement data and image data, we create a representation that inte-

grates multimodal information. Finally, these extracted features will be used as inputs 

to XGBoost and these combined features are used to predict the emotional state (posi-

tive, neutral or negative) through the XGBoost layer. XGBoost is a boosted-tree model 
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that is efficient, flexible, generalizable, feature-engineering friendly, and has good in-

terpretability when dealing with small datasets. 

 

Fig. 4. The network structure of dual channel emotion recognition for eye-tracking expressions. 

4.2 Feature fusion 

The role of eye movement signals in facial expressions is to provide additional infor-

mation and cues to help describe an individual's emotional experience more fully. By 

combining eye movement signals and facial expressions, the model can identify emo-

tional states more accurately, improving the accuracy and reliability of identification. 

Eye movement signals can reflect an individual's visual attention and cognitive pro-

cesses, while facial expressions can convey emotional states, and the combination of 

the two can provide richer information for emotion recognition. 

Feature fusion mainly includes feature layer fusion, classification decision layer fu-

sion, and collaborative computing methods. Feature layer fusion focuses on exploring 

the feature fusion of multimodal data with different granularities, enabling the organic 

combination of different granularities of facial expressions and eye movement modali-

ties, and fully considering the temporal nature of emotions while retaining the im-

portance of global features in emotion recognition. For the fusion method of multi-
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modal classification decision layers, by comparing the performance of different classi-

fiers in single-modal emotion classification of facial expressions or eye movements, as 

well as bimodal emotion classification of facial expressions and eye movements, the 

influence of individual differences and emotion categories on classifier selection is 

deeply studied by the system. Combined with the research on different classifiers ex-

pressing eye movement patterns, we propose an adaptive adjustment of the weight of 

facial expressions and eye movement bimodal. We integrate the classification results 

through a voting mechanism. The multimodal collaborative computing method empha-

sizes the collaborative use of feature-level fusion and decision-level fusion methods. 

Different classification calculation modes are synergistically applied and fused at the 

feature layer for different granularities and frequencies of expression and eye move-

ment patterns. 

In feature-level fusion, feature vectors from different methods are concatenated to 

form a larger feature vector. In our experiments, we select differential entropy features 

from eye movement data and facial expression responses and train a fusion model that 

combines eye movement features and facial expression features. For decision-level fu-

sion, the two classifiers are trained separately using different features and fused using 

certain principles or learning algorithms to generate new classifications. We applied 

two principles of decision-level fusion in our study. One is the maximum strategy, 

which selects the high probability output of a classifier trained with a single modality 

alone as the result. The other is a summation strategy, which summarizes the probabil-

ities of the same sentiment from different bands and selects the higher one. 

In the experimental scenario using eye movement data, due to the temporal synchro-

nization between facial data and eye movement information, the two modalities are 

triggered based on the same event. Fig. 5 shows the process of multimodal feature fu-

sion by extracting spatiotemporal features of eye movements and expressions. Event-

based concatenation not only better captures contextual information but also facilitates 

the model in capturing temporal relationships between events. 

 

Fig. 5. Feature fusion strategy. 
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5 Results 

This section presents our dataset, the significance analysis of data features, parameter 

settings, and experimental results. 

5.1 Generation of datasets 

We displayed the selected stimulus material on a 27-inch high-definition display screen 

and replaced the image every 4 seconds. Simultaneously, we used a Lenovo Thinkplus 

WL24A high-definition camera to record the facial expressions of the subjects and an 

Eyelink1000plus to record the eye movement data. The data collection was conducted 

under indoor conditions with uniform lighting, with a face video sampling rate of 30 

Hz and an eye tracking device sampling rate of 1000 Hz.  

The eye movement data is collected as a long string of continuous values. Due to the 

low frequency of pupil behavior, we adopt a sub-sampling method for each trial. Due 

to the calibration time 𝑡𝑐 between each round, we denote the image presentation time 

for each round as 𝑡𝑚 and the first sampled data as 𝑡0 and define the relationship be-

tween the sub-sampling window time 𝑈𝑡 and the trial 𝑖 as:  

 𝑈𝑡(𝑖) = 𝑡0 + (𝑖 − 1) ∗ 𝑡𝑐 + (𝑖 − 1) ∗ 𝑡𝑚 (1) 

The total number of samples in the datasets was 15210 (divided into 2535 samples by 

topic). 

5.2 Feature significance analysis 

We conducted feature significance analysis on features and emotional labels using the 

collected data. As shown in Fig. 6, we used a box plot to perform statistical analysis on 

each feature of the sample, displaying the distribution of features under different emo-

tional categories. The 0 in the horizontal axis indicates a negative emotion, 1 indicates 

neutral, and 2 indicates positive. 

We analyzed three types of pupil size characteristics: maximum, average, and mini-

mum. For the maximum pupil size, we observed that there were multiple outliers in the 

data under all three labels, with a very wide range of values. Compared with labels 1 

and 2, the median of label 0 was slightly lower, and the interquartile range (IQR) of 

label 0 was also narrower than other labels. For the average pupil size feature, we found 

that the median of label 0 was lower, and the IQR was more compact than labels 1 and 

2, while labels 1 and 2 were similar. All labels had outliers, with the extreme outlier of 

label 2 being particularly significant. Finally, regarding the minimum pupil size feature, 

we observed that the median of label 0 was significantly lower than labels 1 and 2, and 

label 0 had many lower outliers. 

Overall, we observed significant differences in pupil size and gaze characteristics 

with different experimental conditions or groups. Specifically, label 0 showed lower 

values in all pupil size and gaze features, and the data distribution was more compact, 

while labels 1 and 2 exhibited similar or different patterns. These findings may reflect 
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differences in visual attention and cognitive processing under different conditions, 

providing important clues for further understanding eye movement behavior. 

 

Fig. 6. Analysis of average pupil size in a certain trial with different subjects. 

5.3 Experimental parameters and results 

This experiment was run on a server with a CPU of i5-13600kf, a GPU of RTX4070ti, 

and a running memory of 32GB. The experimental setup is mainly based on Python 

language, with model training set to 200 rounds and a batch size is 64. 

Fig. 7 shows the accuracy of different modalities in emotion recognition. In the mul-

timodal versus unimodal experiments, a random forest algorithm was used to predict 

eye movement data, and a CNN was used for facial expression training, with VGG 

Inspired LightNet used for multimodal training. The data shows that the accuracy of 

the multimodal method in negative, neutral, and positive emotions was 98%, 93%, and 

96%, respectively, which is significantly better than the single modal method (“eye 

movement” and “facial expression”). This shows that, compared with a single mode, 

combining multiple modes is more effective for emotion recognition. 
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Fig. 7. Analysis of average pupil size in a certain trial with different subjects. 

6 CONCLUSION 

In this article, we present our construction of an effective emotional activation design 

scheme using psychological emotional theory and employing eye-tracking devices and 

cameras to record eye movement signals and facial expressions. Based on these data, 

we perform event-based concatenation and adopt feature layer fusion. We also design 

a dual-channel multimodal emotion recognition model using a CNN that effectively 

captures the temporal information of two modal data. In experiments, this model 

achieved an average accuracy of 96.25% when classifying emotions. In future work, 

we will attempt to increase the fusion of multiple modalities by incorporating electro-

encephalography (EEG). 
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