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Abstract. This paper presents a novel facial expression recognition approach 

based on multiple semantic taxonomies learning on the imbalanced datasets. Re-

cent studies on imbalanced data always concern how to homogenize the data vol-

ume between different categories, presenting strategies like minority over-sam-

pling and majority balance cascading, etc. In this paper, we try to pay more at-

tention in high-level semantic characterization of facial expression, using more 

discriminative and conceptual attributes to describe samples in the case of unbal-

anced sets. To fully exploit the semantic information contained in the small vol-

ume samples, we develop an Analytic Hierarchical Model (AHM) method based 

on facial Action Unit (AU), to enforce a discriminative mapping from the image 

feature space to a multi-semantic space with taxonomic relations. We apply con-

volutional neural networks to capture the low-level image feature, and then use 

dictionary learning algorithm for reconstruction of images in semantic space, in 

order to prevent deviation from individual identity. Experiments performed on 

RAF-DB, FER2013 and SFEW expression databases show that the proposed 

method is robust to facial expression recognition in the wild. 

Keywords: semantic diffusion, imbalanced dataset, facial action control system 

(FACS), conceptual taxonomies, Analytic Hierarchical Model (AHM). 

1 Introduction 

Current studies on facial expression recognition have achieved some good results [1-

4]. However, in the real world with face posture, light shade, or uneven illumination all 

presented multiple attributes. When smaller size of samples occurs, datasets imbalance 

and other factors also brought great challenges [5, 6]. 

The problem of imbalance in sample volume of datasets arises in semantic features 

learning because most datasets can be described in a series of segmented conceptual 

labels. An intuitive solution is Binary Relevance (BR), which trains one classifier to 

distinguish one semantic class from others. However, it fails to model the correlations 

between different conceptual labels. It is inefficient to train so many conceptual level 

classifiers, especially when the number of classes increases. To solve this problem, we 

introduce the semantic attributes of the expression image to embed low-level visual 
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features into an action units AUs-marked space, and in order to better learn inter-cor-

relations among AUs, we apply an analytic hierarchical model (AHM) to enforce a 

discriminative mapping from the image feature space to a multi-semantic space with 

taxonomic relations. 

2 Related Works 

In aspect of imbalanced data set, Xiang et al. [7] utilized a weighted evaluation 

metric and re-sampling technique to address the imbalance issue on different pain levels 

datasets. Lin [8] introduced a practical data augmentation framework to synthesize large-

scale facial images samples in the wild, combined with cluster loss to make deep 

features compact. Ding [9,31] proposed a new model, ExprGAN, which converted a face 

image into a series of images containing multiple expressions, and the intensity of these 

expressions could be continuously controlled. References [10,19] applied active 

learning to query a user interactively for labelling the picked examples to balance 

datasets volume. Dong[11]  proposed a non-convex low-rank decomposition method 

combined with multiple images of the same type of expression to separate expression 

information from identity information. Yang[12] proposed a novel approach using 

Identity-Adaptive generator (IA-gen) to regenerate new expression images from given 

samples, in order to solve the data imbalance problem. In the case of keeping identity-

related information unchanged, using any given facial image could create six prototypes 

of facial expression. Liu [13] employed large numbers of face images of various 

identities, and with their facial AUs to develop an off-the-shelf face generator for 

micro-expression (MiE) recognition synthesis. Cai[14] proposed a new Identity-free 

conditional Generative Adversarial Network (IF-GAN) to explicitly reduce inter-

subject variation in facial expression recognition. Lan[30] presented a multi-region 

coordinate attentional residual expression recognition model (MrCAR), and by residual 

and multi-scale convolution networks, coordinate residual attention module was setup. 

All of the above researches might not act in those datasets with only a single sample 

of each person, such as Real-world Affective Faces Database (RAF-DB).  

Recent studies on LLM-based conversational system for the robot with social cues, 

were presented [15,19,27-29]. In addition, the semantic features are abstracted from 

different individuals, to solve the intra-class deviation of the expression. 

Based on these approaches, we extract action units of facial images and deploy 

semantic diffusion model for expression recognition on imbalanced datasets. The main 

contributions of this paper are summarized as follows:  

1. Using the AU-based hierarchical analysis model to extract the semantic 

attributes of facial expression images, the AU unit reflects the expression movements, 

which is more conducive to revealing the essence of the expression, which can alleviate 

the imbalance of field environment data and the impact of identity differences on 

recognition rate. 

2. Constructing an information-shared semantic attribute vector with visual fea-

tures embedded, which could enlarge inter-class difference and decrease intra-class in-

dividual variation. 
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3 the Proposed Method 

In this section, we illustrate the proposed algorithm in details, consisting of two parts, 

training and testing. In training stage, X represents the visual feature of training images, 

and S represents the semantic attributes of training images. Embedding visual features 

into semantic space yields six semantic attributes, and then W can be trained from the 

real semantic attributes. In testing stage, the extracted visual features are embedded into 

the semantic space, and then the semantic feature is obtained by using the projection 

matrix obtained in the training phase. Finally, the angle cosine distance of the semantic 

features between the testing sample and each kind of expression are calculated to 

achieve the classification result. 

 

3.1 Analytic Hierarchy Model based on AUs 

According to the motion characteristics of different facial areas, six emotions related 

AUs are selected, Happy (6+12), Surprise (1+2+5+25+26), Fear (1+2+4+5+7+2), An-

gry (4+5+24), Disgust (9+10), Sad (1+15). 
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Fig. 1. Semantic hierarchy model of expressions. 

 

Our proposed hierarchy model of facial expressions is divided into four levels, as 

shown in Fig.1. The first layer (A) represents the facial expression image, the second 

layer (B) contains six expressions (happy, disgusted, scared, angry, sad, surprise), and 

the third layer (C) is the four key parts of the expression face, the fourth layer (D) is the 

corresponding AUs. The path from the first layer to the fourth layer forms a semantic 

feature description, so that multiple semantic feature descriptions can represent one 

kind of expression. Accordingly, to describe different categories of expressions, we use 

a series of different weight vector combination. For example, AU6 is called "Happy 

Lie Detector", that is, as long as AU6 appears, the facial expression is uniquely labelled 

with the category of happiness. On the other side, since "surprise" and "fear", both 

emotions have the combination of AU1, AU2 and AU5, in order to better distinguish 



4  L. Zhang and J.L. Dong 

between these two kinds of emotions, we should assign smaller weight value to AU1, 

AU2 and AU5 for the sake of homogeneity avoidance. 

The semantic attributes of human face are conceptual-level features, directly reflect-

ing the taxonomical characteristics among six kinds of facial expressions. With the se-

mantic hierarchy model, the semantic features of a given expression image can be ex-

pressed as S = (s1, s2,…sN), where si represents the ith path coding weight value. 

With the semantic hierarchy model, one-to-more membership between the upper and 

lower levels of each kind of expression is modeled. The weight values of each node in 

the analytic hierarchy model can be learned by reconstruction, applicable to situations 

where there are uncertain and class-crossover information exist. According to the im-

portance one element upon another, we define a series of impact factor parameters, to 

describe the action of a layer over its previous layer, as shown in Table 1. 

Table 1. Semantic Descriptions a and b 

Weight value Judgment 

1 a is as important as b 

3 a is slightly important over b 

5 a is obviously important over b 

7 a is very strongly important over b 

 

In the following, judgment matrix R is calculated as shown in Eq. (1). 
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 (1) 

Where ri / rj is the scale of the relative importance of the elements ri and rj. An 

example of judgment matrix of each layer of the fear image is shown in Table 2. 

Table 2. Fear image’s judgment matrix of each layer 

a. the discriminant matrix of B layer            b. the second layer of C1 sub-discrimination matrix 

                                                                                         

  

 

a.  

 

C1 D1 D2 D3 

D1 1 3 1 

D2 1/3 1 1/3 

D3 1 3 1 

B3 C1 C3 C4 

C1 1 1/5 1/3 

C3 5 1 3 

C4 3 1/3 1 
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c. the second layer of C3 sub-discrimination matrix 
 

 

 

 

 

The relative weight calculation formula of each layer is as described in Eq. (2). 
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Then we normalize all row weights wi to get a relative weight value, as shown in 

Eq. (3). 

 
1

/
n

i i i

i

U w w
=

=   (3) 

Similarly, the relative weight values of all layers can be obtained by analogy. Fi-

nally, the semantic feature vector of an image can be obtained as described in Eq. (4). 

 
1 2( , , , )NS s s s=  (4) 

N is the total number of path node codes in the hierarchical structure model, where 

si is calculated as in Eq. (5). 

 
(1) (2) (3)

i i i is U U U=    (5) 

Where Ui
(1) represents the relation weight value of layer B, and Ui

(2)  represents that 

of layer C, while Ui
(3) represents that of layer D. 

3.2 Embedding of the Semantic Space 

When samples number of some categories are very small in facial expression 

recognition, the semantic attributes of restricted samples can share the information of 

emotional features. On the other hand, when samples differ from each other 

significantly within a same category, common features should be summarized and 

derived out these few samples. Image features extracted by deep networks (such as 

Resnet) make up of low-level visual feature spaces, and semantic feature representation 

S of the expression images consist of their semantic space. Learning a semantic self-

encoder can get a projection function from visual feature space to semantic space.  

C3 D5 D7 

D5 1 5 

D7 1/3 1 
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Suppose X represents visual feature, and S are the attribute features. We define X ' as 

the reconstructed visual feature vectors. 

Let the projection matrix from the visual layer to the semantic layer be W, and the 

projection matrix from the semantic layer to the reconstructed visual layer be W T. In 

order to make the input and output as the same as possible, we give a reconstruction 

objective function, while constraining the S layer representation errors at the same time, 

as followed in Eq. (6). 

 
2 2min || || || ||T

F F
W

X W S WX S− + −  (6) 

Considering the matrix property Tr(X) = Tr (XT) and Tr (WTS) = Tr (STW), the Eq. 

(6) is converted into Eq. (7). 

 
2 2min || || || ||T T

F F
W

X S W WX S− + −  (7) 

Finally, with the derivative setting to 0, the Eq. (8) is achieved from Eq. (7). 

 −𝑆(𝑋𝑇 − 𝑆𝑇𝑊) + 𝜆(𝑊𝑋 − 𝑆)𝑋𝑇 = 0 ⟹ 𝑆𝑆𝑇𝑊 + 𝜆𝑊𝑋𝑋𝑇 = 𝑆𝑋𝑇 + 𝜆𝑆𝑋𝑇 (8) 

Assuming that A=SST, B=λXXT, C=(1+λ)SXT, Eq. (8) can be expressed as shown in 

Eq. (9). 

 AW WB C+ =  (9) 

The Eq. (9) is a Sylvester equation, which can be solved using the Bartels-Stewart 

algorithm, and after that we get the projection matrix W. 

Finally, we can embed a test sample xte into the semantic space. The classification 

result of the test image can be returned by estimating the minimum value of the cosine 

angle distance between ste' and the true semantic representation ste in the semantic space. 

The calculation is as shown in Eq. (10). 

 𝜑(𝑥te) = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑗

𝐷(𝑠′, 𝑠𝑗)

  

 (20) 

Where s is one true semantic attribute vector of six expressions, and D is the angle 

cosine distance function, while φ( xte) returns a classification result. 

The detailed diagram of our proposed expression recognition model is illustrated as 

shown in Fig.2. 

 

 

 

 

 

 

 

 

 



7         Facial Expression Recognition via Semantic Diffusion Model on Imbalanced Datasets 

 

 

 

 

 

 

 

 

 

 

Fig. 2. The architecture of our expression recognition model. 

4 Experiment Results 

4.1 Experimental analysis of two schemes 

In order to verify that the semantic description proposed in this paper is helpful for 

expression recognition, three databases FER2013, RAF-DB and SFEW are tested based 

on two neural networks: Resnet34 and Resnet101. Scheme1 represents Resnet34 com-

bined with our proposed approach. Scheme2 represents Resnet101 combined with our 

proposed approach. The experimental results are shown in Fig.3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Accuracy of the baseline model (Resnet and our proposed model) on three da-

tasets. 

It can be seen from Fig.3 that the deeper the network is, the more features are ex-

tracted from sample images. By the way, the more semantic information it owns, and 

the higher the recognition rate would be. With the help of semantic attributes, the recog-

nition rate of FER2013 datasets with Resnet34 increased by 6.1% and with Resnet101 

by 5.8%. In the RAF-DB database, Resnet34 increased its recognition rate by 2.4% and 
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Resnet101 by 1.9%. In the SFEW database, Resnet34 improved its recognition rate by 

about 9.2% and Resnet101 by 6.5%. In three databases, due to the distortion and defor-

mation of face appearance caused by various head deflection and occlusion, their data 

distribution diversity is significant, thereby the degree of their improvement in recog-

nition rate varies differently. 

4.2 Comparison of experimental results on three datasets 

We have selected some of the latest methods for comparison. Tian[18,23]  proposed a 

concept of triple loss to improve the inter-class distance of image recognition and re-

duce the intra-class distance, which is the same idea as our method.  Yang[26] not only 

extracted the overall feature information of the face but also extracted the local feature 

information of the eyes and mouth region based on CNN and attention mechanism and 

fuses the output for facial emotion recognition.. Zhang[16] proposed self-similarity 

learning based on convolutional neural netoworks with small inputs. Liu[17] aimed to 

address the lack of large-scale datasets in micro-expression (MiE) recognition, and re-

placed these areas with corresponding AU units in combination with FACES coding. 

However, they need large numbers of face images from various identities to yield MiE 

dataset. With small samples, we use the method of hierarchical analysis to accurately 

extract the AU unit of each expression, and assign different weights to different AU 

units of the same kind of expression to better reflect the detailed information of the 

expression. Experimental comparison is as shown in Table 3. 

Table 3. Accuracy of our model regarding several methods on three datasets 

Methods FER2013 RAF-DB SFEW 

Yang[26] 71.8% 85.13% -- 

Liu [17] 72.1% -- -- 

Tian[23] 72.64% -- -- 

MPCSAN[25] -- 74.20% 51.05% 

Hua[21] -- 76.73% 47.43% 

Liu [24] -- 73.19%  46.1% 

Yang[26] 71.47% 85.2% 52.75% 

Ours 80.6% 89.6% 53.2% 

 

In Table 3, it can be seen that the recognition rate of our method is superior to 

others, with an obvious increase of about 8% in Fer2103 dataset. 
Hua[21] introduced a CNN with densely backward attention to leverage the 

aggregation of channel-wise attention at multi-level features in a backbone network for 

reaching high recognition performance with cost-effective resource consumption. 

However, in the wild environment, faces are multi-pose and diverse, so it is difficult to 

accurately extract these three regions. Taking it into consideration, a joint spatial and 

scale attention network (SSA-Net) was used to localize proper regions for simultaneous 

head pose estimation (HPE)[24]. SSA-Net was deployed to discover the region most 
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relevant to the facial expression in a hierarchical scale by a spatial attention mechanism 

which only considered local information. we use semantic attributes on both the details 

of the expression image and the global information. In RAF-DB database, our method 

has improved by about 4% higher in recognition accuracy. Gong[25] proposed an 

effective multi-head parallel channel-spatial attention network (MPCSAN) for face 

expression recognition in the wild, consisting of a feature aggregation network (FAN), 

a multi-head parallel attention network (MPAN), and an expression forecasting 

network (EFN). As it can be seen from Table 3, compared with this kind of combination 

of three networks, our proposed semantic attribute-based approach is evenly more 

conducive in classification accuracy. 

In addition, from the comparison results in Table 3, we can see that our method can 

also achieve comparable or even better performance than other state-of-the-art 

methods, not only for RAF-DB, but also for other two databases. This indicates that our 

proposed method showing an excellent ability to learn relevant formation from very 

limited amount of data. 

5 Conclusion 

This paper presents the use of semantic descriptions in emotional classification tasks 

to solve the problem of data imbalance in the wild expression database and the diversity 

of same expressions. A semantic attribute for generating auxiliary data for a few classes 

using a hierarchical analysis model is proposed. On the one hand, in the process of 

establishing AHM model, the relationship between AU unit and various expressions is 

studied, which not only minimizes the difference within the categories, but also 

considers the identity between the categories of the expression images. On the other 

hand, we use the transfer learning method to extract the visual features of facial 

expressions by using neural network, so as to make the feature expression more detailed 

and specific. Finally, experiments on RAF-DB, Fer2013, and SFEW three benchmark 

datasets show that our semantic attribute-based auxiliary data technology can improve 

the distribution integrity and boundary clarity between classes. 
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