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Abstract. Pose estimation is an essential component of robotic interaction tasks 

and remains an active research direction in the field of computer vision. There-

fore, developing a 6D pose estimation algorithm that achieves both high speed 

and high accuracy is crucial. In recent years, leveraging real-time and accurate 

methods from the YOLO series has become a trend in 6D pose estimation tasks. 

In this work, we propose a novel 6D pose estimation network called BiSlim-6D, 

which uses CSPDarknet as the backbone and integrates Slim-neck with BiFPN 

as the feature fusion network BiSlim-neck. Additionally, we redesign the loss 

function based on the loss function in YOLO6D, naming it PLoss. Combining 

these two points, we propose our pose estimation network BiSlim-6D. Finally, 

through ablation and comparative experiments, we demonstrate that BiSlim-6D 

exhibits strong overall performance among current 6D pose estimation networks 

and validate the positive contribution of our restructured components to network 

performance. The proposed method achieves 98.78% on the 2D reprojection met-

ric and 81.51% on the ADD(-S) metric, with a network inference speed of up to 

43.26 FPS. These results fully demonstrate the practical potential of the proposed 

method in future relevant tasks. 

Keywords: Deep Learning, Computer Vision, 6d Pose Estimation, Feature Fu-

sion. 

1 Introduction 

The task of 6D pose estimation has long been regarded as a core component of technol-

ogies such as robotic environment perception, augmented reality, and industrial meas-

urement [1]. For a long time, this task has relied on traditional machine vision methods, 

such as [2] and [3]. With the emergence of deep learning technology, current research 

indicates that deep learning-based approaches for 6D pose estimation far outperform 

traditional methods. Currently, deep learning-based pose estimation methods can be 

categorized into two main types: those based on depth information and those based on 
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RGB information. While there are some methods based on depth information, such as 

those relying on RGB-D cameras such as DenseFusion[4], their limitations lie in high 

energy consumption and suitability only for specific indoor scenarios. In contrast, 

methods based on RGB cameras such as Bb8[5] have greater advantages in terms of 

energy consumption and applicability. 

Meanwhile, although current deep learning-based methods achieve considerable ac-

curacy in this task, deployment in real-world scenarios still presents many challenges 

compared to traditional machine vision methods, due to the computational cost and 

lower real-time performance. One important reason for this is that most current 6D pose 

estimation methods involve two-shot or more approaches. Tekin et al. proposed a real-

time single-shot 6D pose estimation method (YOLO6D[6]) based on YOLOv2[7]. 

However, due to the rough design of network structure and loss function, the accuracy 

of the algorithm is relatively low. 

Addressing the above issues, this study aims to develop a real-time 6D pose detec-

tion algorithm based on RGB images to achieve efficient and accurate detection of ob-

ject poses. Our method draws inspiration from the rough process of YOLO6D, estab-

lishing correspondence between known object 3D models and 2D pixel positions of 

keypoints, then using a neural network to regress perspective keypoints, and finally 

utilizing the PnP algorithm to calculate the six pose parameters. We employ the Line-

mod dataset as a benchmark and propose a real-time, accurate 6D pose estimation net-

work called Slim-6D by reconstructing Slim-neck[8]. Compared with the existing 

methods, our algorithm not only improves the detection accuracy, but also reduces the 

energy consumption and calculation cost. In the experimental verification, we verify 

the effectiveness and real-time performance of the algorithm in chaotic scenarios, 

demonstrating the potential of deploying the method on edge computing devices for 

industrial applications. 

Our contributions are as follows: 

⚫ Reconstruction of BiFPN[9] Structure with Slim-neck Paradigm: We recon-

structed the BiFPN structure using the Slim-neck paradigm, tailoring it to suit the 

requirements of our real-time 6D pose estimation network, BiSlim-6D, resulting 

in a novel BiSlim-neck structure. By combining the CSPDarknet53 feature ex-

traction network with this reconstructed BiFPN structure, we developed a robust 

and efficient network architecture called BiSlim-6D. This innovative approach 

enhances the network's ability to extract and fuse features across different scales, 

contributing to the rapid and accurate estimation of object poses. 

⚫ Development of Real-time 6D Pose Estimation Network - BiSlim-6D: In order to 

accelerate the inference speed of the network, we use the GSConv module in 

Slim-neck to reconstruct the network, which effectively improves the real-time 

performance of the network. Additionally, we redesigned the loss function based 

on insights from YOLO6D, resulting in Ploss, further optimizing the network's 

performance on 6D pose estimation tasks. The resulting BiSlim-6D network 

demonstrates high accuracy, scalability, and robustness, making it suitable for 

various real-world applications. 

⚫ Comparative and Ablation Experiments: We conducted comprehensive compara-

tive experiments on the Linemod dataset[10], evaluating the accuracy and real-

time performance of our BiSlim-6D method against other similar approaches. 

Through these experiments, we demonstrated the effectiveness of our proposed 
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method. Additionally, we performed ablation experiments to assess the impact of 

different components of our method on the network performance. Finally, by vis-

ualizing the network's inference results, we provided an intuitive understanding 

of its pose estimation capabilities. 

2 Related Works 

Now we review existing works on 6D pose estimation. Traditional methods such as 

[11][12][13] can perform detection tasks in situations with high resolution and rela-

tively rich object textures. However, their robustness in adverse conditions is weak. To 

address this issue, researchers began to explore the use of Convolutional Neural Net-

works (CNN) for this task, with PoseCNN[14] being a classic example, which directly 

regresses pose results using neural networks. Subsequently, there emerged a series of 

methods that improve algorithm performance by employing complex post-processing 

techniques, often drawing inspiration from traditional methods. For example, Bb8,Seg-

mentation Driven[15] and YOLO-6Duse CNN to predict the key points of the target, 

and then return the 6D pose of the target through a series of post-processing processes. 

Currently, the most mainstream neural network-based 6D pose estimation methods are 

divided into template-based methods, voting methods, and keypoint-based methods. 

Template-based methods such as [16] pre-collect images of the target object from var-

ious viewpoints and provide poses, transforming the estimation process into an image 

matching problem, which is costly. Voting methods such as PVNet[17] use the 

RANSAC[18] method to obtain keypoints based on predictions of keypoints for all 

points in the image, and then use the PnP algorithm to obtain the final pose. However, 

due to their dense nature, these methods lack real-time performance. Keypoint-based 

methods [19] directly regress the projected positions of known prior information of 3D 

points onto the plane and use the PnP algorithm to calculate the position and pose. This 

is a sparse method, thus ensuring real-time performance.  

Currently, in the task of 6D pose estimation, there are several works employing key-

point-based methods that bear resemblance to the YOLO algorithm structure, such as 

YOLO6D and MFPN[20]. YOLO6D utilizes CSPdarknet as the backbone network and 

only designs one output head. Although its work has provided significant inspiration to 

the field of 6D pose estimation, its accuracy is poor due to its rough network structure 

and loss function design. 

MFPN, proposed by Liu et al., combines CSPdarknet and BiFPN, resembling the 

structure of YOLOv5, and fine-tunes the BiFPN to develop the MFPN structure. How-

ever, its speed and accuracy improvement relative to YOLO6D are not significant. 

Therefore, based on these works, we further reconstruct the network structure and 

loss function to meet the accuracy requirements of current industrial scenarios. 

3 Methodology 

In this section, we will elaborate on our main contributions: Firstly, we base our ap-

proach on the construction method of YOLO6D's loss function. We enhance the net-

work's global scene perception by incorporating Intersection over Union (IOU) terms 
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into the confidence term of the loss function. Next, we restructure the BiFPN structure 

using the Slim-neck paradigm, introducing our BiSlim-neck as the neck component of 

the overall network. We provide reasonable explanations for the performance improve-

ments brought about by this enhancement. Finally, we discuss the improvements we 

have adopted to accelerate network computations. Combining these innovations, we 

propose a new 6D pose estimation network named BiSlim-6D. 

3.1 PLoss: New Loss Function 

Our overall architectural approach is primarily inspired by YOLO6D, utilizing param-

eterization as follows: Given the prior three-dimensional coordinates of 9 key points 

relative to the object coordinate system, a neural network designed by us regresses the 

projected positions of these key points on the view. Subsequently, utilizing the afore-

mentioned information combined with the PnP algorithm, the 6D pose of the object is 

calculated. These 9 key points include the eight corner points of the Object-Oriented 

Bounding Box as well as the centroid of the model. This approach is generalizable and 

similar to MFPN, Bb8, and YOLO6D, as illustrated in Fig. 1. 

Fig. 1. Hidden spot detection effect diagram 

It is worth noting that this approach does not directly regress the true values of image 

coordinates but rather adopts an indirectly constructed method. 

𝑓(𝑥) = (2(𝜎(𝑥)) − 0.5) + 𝑐𝑜𝑓𝑓𝑠𝑒𝑡 (1) 

The function is employed, where σ(⋅) denotes the Sigmoid function with an output 

range of [0,1], and 𝑐offset  is an offset used for horizontally shifting the output of the 

Sigmoid function. 

This function scales the output of the Sigmoid function, mapping it from [0,1] to the 

specified interval, and can be further adjusted through the offset 𝑐offset to meet specific 

requirements. 

Additionally, due to the difficulty in calculating the intersection over union of two 

3D bounding boxes, we utilize the confidence function proposed by YOLO6D: 

c(𝑥) = {𝑒
𝛼(1−

𝐷𝑇(𝑥)
𝑑𝑡ℎ

)
,

0

𝑖𝑓 𝐷𝑇(𝑥) < 𝑑𝑡ℎ

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(2) 

Here, 𝐷𝑇(𝑥) represents the distance from the model to the detected object at position  

𝑥 ,  𝑑𝑡ℎ is a threshold indicating that the detection result is reliable when the distance is 



 BiSlim-6D 5 

 

 

less than this threshold, and α is a tuning parameter controlling the rate of confidence 

growth. 

When the distance between the detected object and the model is less than the thresh-

old 𝑑𝑡ℎ, confidence will increase as the distance 𝐷𝑇(𝑥) decreases, with the rate of in-

crease determined by the parameter α. When the distance is greater than or equal to the 

threshold 𝑑𝑡ℎ , confidence is zero, indicating that the detection result is unreliable. 

It's worth noting that in YOLO6D [reference], it's mentioned that their adopted loss 

function requires freezing the confidence term's loss in the initial 20 epochs. The fun-

damental reason behind this is that during the early stages of training, the regression of 

keypoint positions is inaccurate. However, even in the later stages of training, the reli-

ability of this confidence design method remains suboptimal because it relies solely on 

precise coordinate information. To address this issue, we incorporate an Intersection 

over Union (IOU) term into the confidence function: 

𝐿𝑐𝑜𝑛𝑓 = 𝐼𝑜𝑈   (𝑚𝑎𝑥   (⋃ 𝑤

8

𝑖=1

, ⋃ ℎ

8

𝑖=1

 )  ) −   (
𝜌2 (𝑏, 𝑏𝑔𝑡  )

𝑐2
 ) (3) 

v =
4

π2
  (arctan

wgt

hgt
− arctan

w

h
 )

2

(4) 

α =
v

 (1 − IoU ) + v
(5) 

Where the IOU term selects the two farthest points among the nine control points, con-

structing 𝑤 and ℎ corresponding to the width and height of these two points in the im-

age coordinate system. Here, α is the weight parameter, and 𝑣 is used to measure the 

similarity of aspect ratios. By adding this term to the loss function, the network can 

estimate the confidence of the cell solely based on the rough positions of the regressed 

points. 

We adopted an improved version of the original IOU loss function. It considers the 

complete intersection between the target boxes and introduces correction factors to 

more accurately measure the similarity between them. 

Finally, our network utilizes the following loss function during training, which we 

refer to as PLoss: 
𝐿 = λ𝑝𝑡 ⋅ 𝐿𝑝𝑡 + λ𝑐𝑜𝑛𝑓 ⋅ 𝐿𝑐𝑜𝑛𝑓 + λ𝑖𝑑 ⋅ 𝐿𝑖𝑑 (6) 

Where  𝐿𝑝𝑡 is the loss function for position and orientation, orientation. 𝐿𝑐𝑜𝑛𝑓  is the loss 

function for confidence, and 𝐿𝑖𝑑  is the loss function for object identification. λ𝑝𝑡， 

λ𝑐𝑜𝑛𝑓 , and  λ𝑖𝑑  are the weighting parameters for the position and orientation loss, con-

fidence loss, and object identification loss, respectively. 

Due to its similarity to the method of regressing bounding boxes in YOLO, in the 

inference phase, we employ Non-Maximum Suppression to filter out low-confidence 

three-dimensional detection boxes from the information regressed in the tensor, ulti-

mately modeling the prediction results. 
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3.2 BiSlim-neck: More Efficient Real-time Feature Fusion Network 

We took inspiration from the concept of the neck part in the YOLO series and incorpo-

rate a neck part into our network to effectively represent and process multi-scale fea-

tures. Efficient representation and processing of multi-scale features in object detection 

pose a challenge. Early methods typically used pyramid features extracted by backbone 

networks for target prediction. Feature Pyramid Network (FPN) is a top-down multi-

scale feature path, but it can only propagate information from top to bottom and cannot 

propagate bidirectionally. To address this issue, PANet[21] added additional pathways 

to FPN for bidirectional propagation, but this increased parameters and computational 

costs. To improve efficiency and reduce parameters, Google proposed a multi-scale 

feature fusion method and developed BiFPN, which is more accurate and has lower 

costs than PANet. As shown in Fig. 2. 

Fig. 2. The network architecture diagrams for Feature Pyramid Network, Path Aggregation Net-

work, and Bidirectional Feature Pyramid Network are shown. We utilize the more efficient and 

accurate BiFPN. 

Due to the significantly greater number of key points our model needs to regress com-

pared to traditional object detection tasks, and the explicit-implicit distinction involved 

in these feature points (see Fig. 1), it undoubtedly implies that our network requires 

more parameters to achieve a more generalized fit to the data. We adopt the neck con-

struction paradigm Slim-neck proposed by Hulin Li to build our neck section, thereby 

balancing the increase in parameters and computational complexity resulting from the 

additional network layers, while improving the detection accuracy. The reconstructed 

network is referred to as BiSlim-6D, as illustrated in the Fig. 3. 

BiFPNFPN PANet

https://arxiv.org/search/cs?searchtype=author&query=Li,+H
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Fig. 3. Improved network structure diagram 

Our neural network model consists of three output heads, each producing a tensor of 

size (𝑆 × 𝑆 × 20), where S depends on the downsampling factor of the network. In the 

last dimension of size 20, corresponding to each cell are the plane coordinates (𝑥𝑖 , 𝑦𝑖) 

of 9 key points, along with a confidence score and a class label, totaling 2 ×  9 +  1. 

This means that each unit in the network output contains predictions of both the prob-

ability of the target's presence and its specific location within that region. 

We utilize the GSbottleneck and VoVGSCSP modules, as shown in Fig. 4.. 

 

Fig. 4. GSbottleneck module and VoVGSCSP module 
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The GSbottleneck module is designed using a residual structure, while the VoVGSCSP 

module is designed using a CSP (Cross-Stage Partial) structure. 

Both of these modules consist of the basic unit GSConv, which utilizes shuffling to 

permeate information generated by SC (channel-dense convolution operations) into 

various parts of the information generated by DSC (depth-wise separable convolution). 

Shuffling is a uniform mixing strategy. This approach allows information from SC to 

be uniformly exchanged across different channels' local feature information and com-

pletely mixed into the output of DSC, without cumbersome steps. Fig. 5. illustrates the 

implementation process of GSConv. 

Fig. 5. GSConv network structure 

The image feed-forward process in CNN almost always undergoes a similar transfor-

mation: spatial information gradually transitions to channels. However, despite this, the 

information in the channel dimension still retains some degree of the original coupling 

relationship. As mentioned above (see Fig. 1), due to the issue in our task where some 

key points are implicitly present, their feature representations during network training 

will adaptively couple with the features of the explicit key points that are easier to re-

gress. In other words, the network doesn't autonomously localize the plane positions of 

these implicit keypoints. When the explicit feature point localization at the original po-

sition is distorted, it inevitably affects the localization of implicit feature points as well. 

This undoubtedly has a negative impact on the network's generalization. To address 

this issue, we need to decouple these features in the channel dimension. 

Fig. 6. DWConv network structure 
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In the GSConv we introduced, the DWConv[22] module decouples the features in the 

channel dimension, and then the concatenated features undergo shuffling to further de-

couple and arrange them into a new feature distribution. DSC (Depthwise Separable 

Convolution) is a convolution operation in convolutional neural networks that consists 

of two steps: depthwise convolution and pointwise convolution, as shown in Fig. 6. 

It can be seen that the key feature of DSC is the separation calculation of channels. 

This means that DSC first performs convolution operations on each channel of the in-

put, and then performs pointwise convolution on the result of each channel, thereby 

generating the final output feature map. As mentioned earlier, this channel-separate 

calculation is beneficial for our task. 

As described above, the core module we adopt is the GSConv. This module not only 

enhances its performance in 6D pose estimation tasks due to its feature decoupling 

characteristics but also significantly reduces computational and parameter costs, 

thereby greatly improving the model's inference speed. This is attributed to the 

DWConv structure within GSConv, which splits the standard convolution into depth-

wise convolution and point-wise convolution steps, effectively reducing computational 

costs. 

Consistent with the aforementioned explanation, traditional convolution operations 

require applying a convolution kernel at every position of all input feature maps. In 

contrast, DWConv first performs depth-wise convolution on each input feature map 

and then combines channel features through point-wise convolution. This reduces both 

computational and parameter costs compared to traditional convolution, as it separates 

the computation process into two steps. This step-wise computation greatly reduces 

computational complexity during inference, thus enhancing the model's inference 

speed. 

By reasonably combining the modules for 6D pose estimation tasks mentioned 

above, BiSlim-6D exhibits good performance and high inference speed in this task, 

which we will demonstrate in the experiments in the following sections. 

4 Experimental design and result analysis 

In this section, we will discuss our experimental setup in detail. Firstly, we will intro-

duce the Linemod dataset used and the evaluation metrics employed. Next, we will 

present our proposed data augmentation strategies. Subsequently, we will showcase and 

discuss the results of ablation experiments conducted on the Linemod dataset to vali-

date the points proposed in the preceding article and the effectiveness of data augmen-

tation. Finally, we will compare our algorithm with state-of-the-art methods on the 

Linemod dataset to validate the practical value of our algorithm. 

Since we adopt an instance-level pose estimation approach, it is necessary to train 

separate models for different objects and test their scoring metrics individually. We 

trained a total of 26 models on different targets, corresponding to different objects in 

the Linemod dataset. The number of epochs for each model training ranged from 1500 

epochs. Through this extensive experimentation, we ensured that our results are highly 

credible. 
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4.1 Dataset and evaluation metrics 

Linemod dataset. The Linemod dataset is a widely used object recognition dataset in 

the fields of robotic vision and computer vision research. It has been extensively uti-

lized in research areas such as object recognition, pose estimation, target tracking, etc., 

and has also become a standard for some competitions, such as the ICRA Robotics 

Challenge and ECCV Object Recognition Challenge. Therefore, using this dataset to 

validate our algorithm is credible. The Linemod dataset consists of a number of differ-

ent objects placed in a variety of cluttered scenes. For each object, there are approxi-

mately 1200 images, with each image sized at 640 × 480 pixels. We adopt the same 

training and testing set division as [11][12][13] to ensure that our experimental results 

are fair and trustworthy. 

Dataset Evaluation Metrics. ADD(Average Distance of Descriptors) is a metric used 

to evaluate the accuracy of pose estimation algorithms in 3D space. It measures the 

average distance between descriptors of feature points in two images and is used to 

assess the quality of feature point matching. Typically, ADD-0.1d is employed, where 

the pose is considered correct if the average distance of model points is less than 10% 

of the model diameter. The calculation formula is as follows: 

𝐴𝐷𝐷 =
1

|𝑀|
∑‖(𝑅𝑥 + 𝑡) − (�̂�𝑥 + �̂�)‖

2
𝑥∈𝑀

(7) 

Where:𝑀 represents the set of points in the model. |𝑀| denotes the number of points in 

the model. 𝑥1 and 𝑥2 represent two points in the model, respectively. 𝑅 and �̂� represent 

the estimated rotation matrix and the ground truth rotation matrix, respectively. 𝑡 and  

�̂�  represent the estimated translation vector and the ground truth translation vector, re-

spectively. ‖⋅‖2  represents the Euclidean distance. 

ADD-S (Average Distance of Model Points - Symmetric) is similar to ADD but is spe-

cifically designed for symmetric objects. For symmetric objects, traditional ADD met-

rics may lead to misunderstandings because they calculate the distance from model 

points to the nearest point. In contrast, the ADD-S metric calculates the average dis-

tance from model points to the nearest point, which better reflects the accuracy of sym-

metric objects. The calculation formula is as follows: 

𝐴𝐷𝐷 − 𝑆 =
1

|M|
∑ min

𝑥2∈𝑀
‖(𝑅𝑥1 + 𝑡) − (�̂�𝑥2 + �̂�)‖

2
𝑥1∈𝑀

(8) 

 

Where: 𝑀 is the set of points on the model. 𝑅 and 𝑡 are the estimated rotation matrix 

and translation vector, respectively. �̂� and �̂� are the rotation matrix and translation vec-

tor of the ground truth pose, respectively. ADD-S evaluates the accuracy of pose esti-

mation by calculating the average minimum Euclidean distance between model points 

under the estimated pose and model points under the ground truth pose. 

2D reprojection error evaluates the accuracy of pose estimation algorithms on the 

projection plane. It measures the average distance between the projected model points 

under the estimated pose and the projected model points under the ground truth pose. 

Specifically, when the distance between projected points is less than a predefined 
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threshold (usually 5 pixels), we consider the pose estimation to be correct. Let 𝑃𝑒 be the 

estimated camera projection matrix,  𝑃𝑔𝑡  be the ground truth camera projection matrix, 

and  𝑋 be the set of points in the 3D model. The estimated projected points are denoted 

as �̂� = 𝑃𝑒𝑋 , and the ground truth projected points are denoted as   𝑋𝑔𝑡 = 𝑃𝑔𝑡𝑋. The 

average distance between projected points can be calculated using the following for-

mula: 

error  =  
1

|X|
  ∑  ‖�̂�  −  𝑥𝑔𝑡‖ 

x ∈ X

(9) 

Where:|𝑋| represents the number of points in the model.�̂� represents the estimated pro-

jected point.𝑥𝑔𝑡 represents the ground truth projected point.| ⋅| denotes the Euclidean 

distance. 

4.2 Training 

During the training process, we employ a learning rate adjustment strategy that com-

bines warm-up with cosine annealing. In the first three epochs, we use warm-up to 

gradually increase our learning rate to its initial value. Subsequently, we allow the 

learning rate to decrease following the cosine function decay until reaching its final 

value to complete the training. 

Additionally, we employ the following data augmentation strategies: 

1. Random Erasing: We use a random erasing data augmentation technique to par-

tially occlude some keypoints of the target object. This helps to decouple the network's 

dependency on specific keypoints during regression and balance the importance of the 

nine keypoints during regression. 

2. Random Scaling and Random Rotation of Images. 

The effects of image augmentation are illustrated in Fig. 7. 

It can be observed that after data augmentation, the images undergo a certain degree 

of scaling and rotation. Additionally, occlusions are introduced in the images, which 

are sourced from the PASCAL VOC dataset [46]. Furthermore, our strategy for random 

erasing differs from traditional random erasing. While still randomly selecting and plac-

ing occlusions, our approach ensures that there will always be occlusions covering parts 

of the target object being trained. As mentioned earlier, this serves as an effective means 

to decouple explicit keypoints from implicit ones. 

 

Fig. 7. Image effect after data enhancement 
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4.3 Result analysis 

Analysis of ablation results. We conducted ablation experiments on the Linemod 

dataset, and it is evident that replacing the backbone network leads to varying degrees 

of improvement in two metrics for different instances. Compared to Darknet, the aver-

age 2D reprojection error increased by 3.83% after introducing PLoss. Additionally, 

before and after the introduction of BiSlim-neck, the network showed a 4.58% improve-

ment in the 2D reprojection error score. This fully demonstrates the effectiveness of 

our interpretation of the GSConv model proposed in the previous article. 

Table 1. Results of 2D reprojection error ablation experiment 

Method Dark-

net 

CSPdark-

net+PLoss 

CSPdark-

net+BiFPN+PLoss 

CSPdarknet+BiSlim-

neck+PLoss 

Ape 92.10 96.10 97.85 99.14 

Benchvise 95.06 97.25 96.72 99.61 

Cam 93.14 76.32 96.13 99.51 

Can 97.44 86.12 95.89 99.61 

Cat 97.41 97.78 92.98 99.30 

Driller 79.41 93.28 91.20 98.02 

Duck 94.65 99.44 96.71 98.31 

Eggbox 90.33 99.87 96.28 99.15 

Glue 96.53 99.73 96.22 99.61 

Holepuncher 92.86 97.48 93.17 100 

Iron 82.94 90.72 94.93 98.47 

Lamp 76.87 91.75 95.57 94.43 

Phone 86.07 98.81 95.87 99.04 

Average 90.37 94.20 95.19 98.78 

 

Table 2. Results of ADD(-S) ablation experiment 

Method Darknet CSPdarknet+BiFPN CSPdarknet+BiSlim-neck+PLoss 

Ape 21.62 39.89 46.76 

Benchvise 81.80 85.70 99.13 

Cam 36.57 78.84 82.06 

Can 68.8 92.17 91.34 

Cat 41.82 53.56 64.47 

Driller 63.51 82.98 90.88 

Duck 27.23 53.77 35.21 

Eggbox 69.58 81.31 99.53 

Glue 80.02 76.92 99.81 

Holepuncher 42.63 65.87 74.50 

Iron 74.97 82.13 93.56 

Lamp 71.11 75.94 89.16 

Phone 47.74 64.48 93.28 

Average 55.95 71.81 81.51 

As shown in Table 2, after introducing CSPDarknet and BiFPN, the ADD(-S) score 

increased to 71.81 compared to the Darknet version, showing an improvement of 15.86. 
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With the integration of BiSlim-neck proposed in this paper, the ADD(-S) score reached 

81.51, demonstrating an enhancement of 25.56 compared to the Darknet version. 

Comparative analysis of experimental results.  

Pose result score. Our quantitative results on the Linemod dataset are presented in Ta-

ble 1 and Table 2, while qualitative results are illustrated in Table 3 and Table 4. For 

the ADD(-S) score, we compare our results with those reported in the YOLO6D, 

PoseCNN, MFPN-6D[23], PVNet[17] and RNNPose[24] papers. It can be observed 

that our ADD(-S) metric outperforms YOLO6D by an average of 25.56%. Addition-

ally, our method performs only slightly lower than the state-of-the-art method 

RNNPose 15.59% on this metric. However, as shown in the past of this paper , we will 

see that BiSlim-6D significantly outperforms RNNPose in terms of real-time perfor-

mance. Overall, our method demonstrates advantages in scenarios requiring fast com-

putation, making it well-suited for edge computing devices and real-time interactions. 

Table 3. ADD(-S) contrast experiment 

Method YOLO6D PoseCNN MFPN-6D RNNPose|pv BiSliM-6D(ours) 

Ape 21.62 25.62 42.65 85.62 46.76 

Benchvise 81.80 77.11 87.43 100.0 99.13 

Cam 36.57 47.25 81.48 98.43 82.06 

Can 68.80 69.98 93.33 99.51 91.34 

Cat 41.82 56.09 59.29 96.41 64.47 

Driller 63.51 64.92 86.48 99.50 90.88 

Duck 27.23 41.74 56.24 89.67 35.21 

Eggbox 69.58 98.50 83.40 100.0 99.53 

Glue 80.02 94.98 80.95 97.30 99.81 

Holepuncher 52.24 42.63 67.74 97.15 74.50 

Iron 74.97 70.17 85.87 100.0 93.56 

Lamp 71.11 70.73 82.91 100.0 89.16 

Phone 47.74 53.07 68.41 98.68 93.28 

Average 55.95 63.26 75.08 97.10 81.51 

In terms of 2D reprojection error, we compare our results with those reported in the 

Bb8, MFPN-6D, YOLO6D, and PVNet papers. It is evident that our method, along with 

MFPN-6D and YOLO6D, exhibits significantly superior metrics. This is attributed to 

the innovation of our method in network structure and the reconstruction of loss func-

tion compared with other methods. Moreover, it can be observed that our method sur-

passes YOLO6D in 2D reprojection error by 8.00%. 
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Table 4. 2D reprojection error comparison experiment 

Method Brachmann Bb8 MFPN YOLO6D BiSliM-6D(OURS) 

Ape - 95.3 98.34 92.10 99.14 

Benchvise - 80.0 98.36 95.06 99.61 

Cam - 80.9 97.79 93.14 99.51 

Can - 84.1 97.78 97.44 99.61 

Cat - 97.0 94.75 97.41 99.30 

Driller - 74.1 94.92 79.41 98.02 

Duck - 81.2 97.95 94.65 98.31 

Eggbox - 97.9 98.40 90.33 99.15 

Glue - 89.0 96.28 96.53 99.61 

Holepuncher - 90.5 94.72 92.86 100 

Iron - 78.9 96.57 82.94 98.47 

Lamp - 74.4 97.89 76.87 94.82 

Phone - 77.6 97.85 86.07 93.28 

Average 69.5 83.9 97.05 90.37 98.37 

The above two sets of results sufficiently demonstrate the algorithm's robust capability 

in both planar and spatial perception. Next, we present more intuitive results of the 

algorithm. Figure FIG illustrates the detection results of the algorithm on thirteen dif-

ferent object categories in the Linemod dataset. The figure showcases the nine key-

points regressed by the model, the confidence scores of the output results, and the final 

rotation vectors computed after applying the PnP algorithm. 

Fig. 8. Visual rendering of test 

FPS performance comparison and evaluation of detection effect. When discussing 

Frames Per Second (FPS), we compared several different object detection models as 

shown in Table 5. YOLO6D exhibits the highest frame rate, reaching 55.8 FPS, making 

it the fastest among all methods. PVNet, EfficientPose[25], and EPro-PnPv2[26] 

achieve frame rates of 30.9 FPS, 27.15 FPS, and 24.9 FPS, respectively, which are 
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relatively fast but still significantly lower than YOLO6D. RNNPose|pv and Gen6D[27] 

have lower FPS, with rates of 2.93 FPS and 2.34 FPS, respectively.  

Table 5.FPS comparison experiment 

Method YOLO6D PVNet Efficient-

Pose 

EPro-

PnPv2 

RNNPose|pv Gen6D BiSliM-

6D(ours) 

FPS 55.8 30.9 27.15 24.9 2.93 2.34 43.26 

Although the YOLO6D model performs better in terms of FPS, we noticed that its de-

tection performance is not as good as the BiSlim-6D model. This indicates that relying 

solely on FPS when considering model performance may overlook the importance of 

detection effectiveness. In contrast, while the BiSlim-6D model is slightly slower than 

YOLO6D, it exhibits better detection performance, demonstrating higher detection ac-

curacy and robustness. Although RNNPose has better detection accuracy than BiSlim-

6D, its lower FPS makes it unsuitable for real-time requirements. 

5 Future Work & Limitations 

In future research directions, we aim to incorporate the Epropnp method into our pro-

posed algorithm, enhancing its capabilities in 6D pose estimation.  Epropnp, as an effi-

cient and robust technique, holds the potential to further improve the accuracy and re-

liability of our model, especially in challenging scenarios such as occlusions and clut-

tered environments. 

Furthermore, we intend to enhance the generalizability of our algorithm by extending 

its applicability to a broader range of datasets.  Currently, our model relies on instance-

specific datasets, limiting its versatility and adaptability to diverse object categories and 

environmental conditions.  By diversifying the training data and incorporating more 

varied object instances, we aim to bolster the algorithm's ability to generalize across 

different scenarios and object types. 

However, despite the advancements achieved, our algorithm still faces certain limita-

tions.  The primary drawback lies in the limited scope of the training dataset, which 

predominantly consists of instance-specific samples.  This restricts the algorithm's gen-

eralization capabilities, making it less effective when applied to unseen object catego-

ries or environments. 

Moreover, while our algorithm demonstrates high accuracy in 2D reprojection metrics, 

there remains a need to enhance its performance in 3D metrics.  Achieving higher pre-

cision in 3D pose estimation is crucial for ensuring the robustness and reliability of the 

algorithm in real-world applications, especially in scenarios where accurate spatial lo-

calization is paramount. 

Addressing these limitations and pursuing future research directions will be pivotal in 

advancing the efficacy and applicability of our proposed algorithm in various practical 

scenarios, ultimately contributing to the broader advancement of 6D pose estimation 

technology. 
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6 Conclusion 

To improve the accuracy and real-time performance of the 6D pose estimation network, 

we propose a novel network called BiSlim-6D. Firstly, we redesign the loss function of 

YOLO6D to reduce its reliance on keypoint regression, thereby enhancing the robust-

ness of confidence calculation. Next, we integrate the BiFPN network with the Slim-

neck architecture to construct BiSlim-neck, which enhances the feature extraction ca-

pability of the neck network and introduces feature deconstruction characteristics to the 

network. By combining these two aspects, we obtain the brand new 6D pose estimation 

network, BiSlim-6D. Additionally, we employ joint data augmentation strategies such 

as random background replacement, random erasing, and 6D pose transformation to 

enhance the model's learning of the task's essence. Experimental results demonstrate 

that compared to similar algorithms, our algorithm achieves a balance between accu-

racy, computational complexity, and speed, making it suitable for deployment in prac-

tical engineering applications. 
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