
Gated Cross-modal Attention and Multimodal 

Homogeneous Feature Discrepancy Learning for    

Speech Emotion Recognition 

Feng  Li()  and Jiusong Luo 

Department of Computer Science and Technology, 

 Anhui University of Finance and Economics, Anhui, China 

lifeng@aufe.edu.cn 

Abstract. Understanding human emotions from speech is crucial for computers 

to comprehend human intentions. Human emotions are expressed through a wide 

variety of forms, including speech, text, and facial expressions. However, most 

speech emotion recognition fails to consider the interactions between different 

information sources. Therefore, we propose a multimodal speech emotion recog-

nition framework that integrates information from different modalities via a gated 

cross-modal attention mechanism and multimodal homogeneous feature discrep-

ancy learning. Specifically, we firstly extract acoustic, visual and textual features 

using different pre-train model, respectively. Then, A-GRU-LVC (Auxiliary 

Gated Recurrent Unit with learnable Vision Center) and A-GRU (Auxiliary 

Gated Recurrent Unit) is used to further extract emotion-related information for 

visual and text features. Additionally, we design a gated cross-modal attention 

mechanism to dynamically fusion multimodal fusion features. Finally, we intro-

duce multimodal homogeneous feature discrepancy learning to better capture dif-

ferences among different emotion samples. Evaluation results show that our pro-

posed model can achieve better recognition performance than the previous meth-

ods on the IEMOCAP dataset. 

Keywords: Speech emotion recognition · Multimodal · Wav2vec 2.0 · Cross-

modal attention mechanism. 

1 Introduction 

As human-computer interaction technology advances, there is a growing demand for 

machines to accurately recognize and understand human emotions. Speech emotion 

recognition (SER) plays a crucial role in establishing a foundation for emotional inter-

action in emotional intelligence systems, facilitating improved communication and 

emotion perception between machines and humans [1]. It aims to analyze human 

speech signals for recognizing and understanding the speaker's emotional state. Speech 

emotion recognition technology has found applications in various fields, including cus-

tomer service and market research [2], learning and education [3], mental health [4], 

and social media analytics [5].  
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The most existing methods for speech emotion recognition can be generally divided 

into the following two branches. One line of work is machine learning methods that 

focus on using acoustic information to manually design a set of task-specific features 

and then applying traditional statistical learning methods to emotion prediction [6]. An-

other line of work revolves around various neural network models based on deep learn-

ing. It automatically learns to feature representations from the original speech signal by 

using neural network models and has strong expressive power in feature representation 

[7]. However, deep learning generally requires more data and computational resources 

compared to traditional machine learning methods. The adoption of transfer learning 

can effectively alleviate the overfitting problem caused by data scarcity. Speech-based 

pre-trained models, such as wav2vec [8], wav2vec 2.0 [9], WavLM [10], and 

VQwav2vec [11], have successfully leveraged large amounts of unlabeled data to learn 

robust representations of speech signals.  

In real-life scenarios, individuals express their emotions through speech and other 

modalities, such as text and visuals [12,13]. Therefore, relying solely on speech for 

accurate emotion recognition is insufficient. The cross-modal attention mechanism en-

ables the model to focus on relevant information from different modalities to capture 

interdependencies and adjust the cross-modal representation [14]. Tsai et al. [15] intro-

duced multimodal Transformer (MulT) directed pairwise cross-modal attention to focus 

on the interaction between different time-invariant multimodal sequences. Despite no-

table advancements, certain challenges still persist in multimodal fusion. The important 

challenge is that most studies only consider differences between homogeneous features 

of the same modality but different emotions [16]. And it fails to consider the relation-

ship between homogeneous features from different modalities with the same emotion. 

The latter can lead the model to make better use of the common information between 

different modalities [17].  

In a word, we propose a multimodal speech emotion recognition method based on 

wav2vec 2.0, with audio as the major modality and text and vision as auxiliary modal-

ities. First, to address the data sparsity problem, we extracted audio features (wav2vec 

2.0), text features (Roberta), and visual features (effecientNet) using three different pre-

trained models. Second, to capture the global and local information of visual features, 

we introduce an A-GRU-LVC module. Additionally, we utilize an A-GRU module to 

extract global information from text features. This enables us to capture important char-

acteristics from each modality. To reduce redundant information during cross-modal 

fusion, we propose a gated cross-modal attention mechanism to fuse emotion-related 

information. Finally, we perform multimodal homogeneous feature discrepancy learn-

ing, aiming to minimize the distances between samples with the same emotion but dif-

ferent modalities, while maximizing the distances between samples with the same mo-

dality but different emotions to enhance the discriminative power of the model. Exper-

imental results demonstrate that our model achieves state-of-the-art performance com-

pared to other multimodal models. 
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2 Proposed methodology 

In this section, we focus on the overall structure of the model and then describe in detail 

the gated cross-modal attention mechanism and multimodal homogeneous feature dis-

crepancy learning. 

2.1 Model  

 In this work, the proposed model comprises the pre-train model feature encoder, gated 

cross-gated attention, and multimodal homogeneous feature discrepancy learning. First, 

we extract separate video and text features using the auxiliary modality encoder. For 

the videos, we extract fixed T-frames from each segment and use effecientNet, which 

is pre-trained on VGGface and AFEW dataset, as a feature extractor to obtain visual 

features ev
j . After obtaining video features, we feed them into the A-GRU-LVC mod-

ule that consists of GRU, self-attention, and LVC block to capture global and local 

information 
v
jX . j  is the thj  video fragment.  

Fig. 1 illustrates the structure of the A-GRU-LVC module, consisting of two parallel 

connected blocks. For the text, we use the roberta-base pre-trained model as a feature 

extractor to obtain et
j , followed by using GRU and self-attention mechanism to obtain 

global features 
t
jX . Second, we use wav2vec 2.0 as an encoder to learn the contextual 

information 
a
jX  of the audio sequences. Third, we design a gated cross-modal atten-

tion block to fuse information from different modality 
F
jX . Finally, the shared encoder 

is responsible for integrating the features from both the auxiliary (
v
jX  and 

t
jX ) and 

major modalities (
a
jX ). It leverages multimodal feature discrepancy learning, which 

focuses on distinguishing representations of the same modality. 
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Fig. 1. The structure of the A-GRU-LVC module. 
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2.2 Gated cross-modal attention mechanism 

The architecture of the Gated Cross-modal attention mechanism is shown in Fig. 2, 

which comprises two parallel cross-modal attention mechanisms and a gated filtering 

mechanism. First, we feed audio features 

a
jX

, text features 

t
jX
 and visual features 

v
jX

 into two cross-modal attention mechanisms to obtain inter-modal association in-

formation, respectively. Specifically, when performing attention computation, we take 

audio features as Query and textual features or visual features as Key and Value. It can 

enhance the representation of audio features by introducing information from the text 

or visual into the audio features.  

  1F a t
j A T j jX CM X ,X          (1) 

  2F a v
j A V j jX CM X ,X  (2) 

Then, the augmented features 
1F

jX  and 
2F

jX  are processed through the following 

gated filtering mechanism. 

   1 1F F
j jP sigmoid FC X X    (3) 

  1 21F F F
j j jX P X P X     (4) 

The ratio of each channel can be dynamically defined by a learnable parameter that 

filters out misinformation generated during cross-modal interactions.  
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Fig. 2. The architecture of the Gated Cross-modal attention mechanism. 
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2.3 Multimodal homogeneous feature discrepancy learning 

Multimodal homogeneous feature discrepancy learning has made significant progress 

in multimodal emotion recognition [16,17]. It can optimize the modal representation 

ability and extract richer and more accurate emotional information by learning the re-

lationships and differences between homogeneous features. First, we feed unfused au-

dio features 

a
jX

, text features 

t
jX
 and visual features 

v
jX

 into a shared encoder to 

obtain homogeneous features. It minimizes the feature gap from different modalities 

and contributes to multimodal alignment.  
     m i m

com jX SD X ,m a,t,v 
                                  (5) 

where SD  is the shared encoder function that comsisting of a simple linear layer.  

From [17], we argue that homogeneous representations from the same emotion but 

different modalities should be more similar than homogeneous representations from the 

same modality but different emotions. Therefore, in our work, we perform multimodal 

homogeneous feature discrepancy learning to enhance the interactions between the 

same emotions but different modalities, and amplify the differences between the same 

modalities but different emotions. We define this loss function as margin loss. 

 

                  
 

1
0  ,  ,  ,  ,m i c i m j c j m i c i m k c k

mar com com com com
i, j,k M

L max , cos X ,X cos X ,X
M




  
         (6) 

where 
                  M i, j,k |m i m j ,m i m k ,c i c j ,c i c k    

 is a triple tuple 

set. The 
 m i

 is the modality of sample i , and the 
 c i

 is the class label of sample 
i . cos denotes the cosine similarity between two feature vectors. By applying a dis-

tance margin  , we ensure that the distance between positive samples is smaller than 

the distance between negative samples. Here, positive samples refer to the same emo-

tion but different emotions, and negative samples refer to the same modality but differ-

ent emotions.  
Like many multimodal emotion recognition studies, cross-entropy is commonly used 

as a loss function to optimize model parameters and improve the accuracy for classifi-

cation during training.  

 

0

1 DN
emotion
task j j

jD

L y log y
N 

   (7) 

where, jy  is the true label of the sample, and jy  is the prediction of the sample. DN  

is the number of samples in the dataset D .  

Finally, we combine the constraints to form the whole emotion recognition loss.  

 emotion emotion
total task marL L L   (8) 

where   is the balance factor. 
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3 Experiment evaluation 

3.1 Dataset  

The IEMOCAP dataset is a widely used benchmark in emotion recognition research. 

It consists of 12 hours of improvised and scripted audio-visual data from 10 UC theatre 

actors (five males and five females). The dataset is divided into five binary sessions, 

and each conversation is annotated with emotional information in four modalities: 

video, audio, transcription, and motion capture of facial movements. We evaluate our 

model using audio, transcribed, and video data, focusing on six emotions: happy, neu-

tral, angry, excited, sad and frustrated. The dataset contains a total of 7380 data sam-

ples. For evaluation, we employ a five-fold cross-validation approach. The dataset is 

divided into five equal parts (80% training and 20% testing), with each session serving 

as the test set once.  

3.2 Setting 

Our experiments are performed on a single NVIDIA GeForce RTX 3060 card using 

the PyTorch. The epochs are set to 50, and the batch size is set to 2 during training. For 

calculating the loss in the training phase, we employ CrossEntropy loss and margin 

loss. The model parameters are updated using the Adam optimizer, with a learning rate 

of 1e-5. To control the intensity of the margin loss, we introduce a hyperparameter 

denoted as  . The   allows us to adjust the impact of the margin loss on the overall 

training process. The number of gated cross-modal attention mechanism is 3. 

On the IEMOCAP datasets, we adopt the Accuracy and Weighted F1 as evaluation 

metrics. The calculation of these metrics is represented by Equation 9. These metrics 

provide insights into the overall accuracy and the weighted performance across differ-

ent emotion classes.  
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







                  (9)  

where the iN  means the number of utterances in thi  class, the in  means the number 

of correctly recognized utterances in thi class and k  means the number of classes. The 

iM  represents the number of all emotions identified as thi class. 
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4 Experiment results 

4.1 Ablation Study 

In the ablation studies, we train the proposed network in several scenarios: Audio, 

Text, Visual, Audio and Text, Audio and Visual, and the whole modalities. Specifically, 

when using a single modality, we excluded the gated cross-modal attention and multi-

modal homogeneous feature discrepancy learning. When using both modalities, we re-

moved the gate mechanism within gated cross-modal attention and multimodal homo-

geneous feature discrepancy learning.  

The results presented in Table 1 demonstrate that the highest accuracy and weighted 

average F1 scores were achieved when using all three modalities. This outperform other 

scenarios that utilized only one or two modalities. In the unimodal setting, audio fea-

tures performed the best, followed by text, and then vision, which had the lowest per-

formance. Combining audio with text yielded superior results compared to combining 

audio with visual, indicating a higher correlation between audio and text modalities. 

However, combining audio with video resulted in a reduced WF1 value compared to 

audio unimodal, suggesting that the fusion of audio and video information might intro-

duce some redundancy or noise. 

Table 1. Ablation studies on each modality. 

Modality ACC(%) WF1(%) 

A 66.06 65.59 

T 58.74 58.63 

V 29.88 26.31 

A+T 67.75 67.45 

A+V 66.33 64.14 

A+V+T 70.26 70.29 

 

We also investigate the impact of multimodal homogeneous feature discrepancy 

learning in our framework. During these experiments, we assigned weights to the bal-

ance factor ( ) for margin loss and observed its effects under various weight values. 

The corresponding results are presented in Table 2. The results indicate that the best 

performance on the IEMOCAP dataset is achieved when   = 1.  

In this study, the model shows a significant improvement in accuracy (ACC) by 

2.98% and weighted F1 score (WF1) by 2.94% compared to without incorporating mar-

gin loss ( = 0). The demonstrates the effectiveness of multimodal homogeneous fea-

ture difference learning in enhancing the model's ability to distinguish emotions across 

different modalities. However, we also noticed that the performance degrades when the 

balance factor is too large (  = 10). This suggests that excessively emphasizing the 

margin loss might negatively impact the original classification task.  
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  Table 2. Ablation study on balance factor of margin loss. 

 ACC WF1 

0 67.41 67.31 

0.01 68.23 67.94 

0.1 69.34 69.12 

1 70.26 70.29 

10 65.06 64.49 

4.2 Comparative Analysis 

To validate the robustness of the proposed network, we conducted a thorough compar-

ison of our proposed model with several state-of-the-art techniques. The results are pre-

sented in Table 3, which show the average performance on the IEMOCAP. Our method 

outperformed the previous state-of-the-art by 0.57% in ACC and 0.43% in WF1. 

Table 3. Quantitative comparison with multimodal methods on IEMOCAP dataset. 

Methods ACC(%) WF1(%) Year 

DialogueTRM [19] 68.92 69.23 2020 

MMGCN [20] - 66.22 2021 

COGMRN [21] 68.20 67.63 2022 

MM-DFN [13] 68.21 68.18 2022 

M2FNet [12] 69.69 69.86 2022 

HAAN-ERC[22] 69.48 69.47 2023 

Ours 70.26 70.29 2024 

 

5 Conclusion 

In this paper, we propose a new approach for speech emotion recognition by leveraging 

pre-trained models and cross-modal attention. In contrast to previous work using pre-

trained models and cross-modal attention mechanisms, we designed gated cross-modal 

attention to dynamically fuse features from different modalities. In addition, we intro-

duce the concept of multimodal homogeneous feature discrepancy learning, which 

helps the model to effectively learn and distinguish representations of the same modal-

ities but different emotions. Experiments are performed on the IEMOCAP dataset and 

have achieved state-of-the-art results. In future work, we will explore more efficient 

optimization algorithms to construct novel architectures for SER. 




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