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Abstract. We propose a loss model with class variance for fine-grained image 

classification. It adopts basic convolutional neural network to get features. The 

dates from dataset are shuffle selected as inputs according to batch size and their 

outputs are processed by attention model. Because of class variance in the same 

class is smaller and that in the different class is larger, in the training phase, we 

use class variance to define the loss function. The total loss model combines the 

loss function with class variance and label loss function. Both are jointly em-

ployed to fast convergence. Compared with state-of-the-art methods, experi-

mental results demonstrate our model has better performance. 
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1 Introduction 

The challenges of fine-grained classification basically relate to two aspects: inter-class 

similarity and intra-class variance. The categories in the different species are similar to 

each other and only distinguished by subtle differences. the categories in the same spe-

cies have large variant appearance. So, the discriminative features in fine-grained im-

ages are mainly localized on object or parts region. 

Earlier works require extra information such as bounding box and part annotation 

besides the class labels[1-3] . The paper [4] adopts a fully convolutional network to 

locate multiple object parts and compare with manually-labeled strong part annotations. 

It uses a two-stream classification network to encode object-level and part-level cues 

simultaneously. He et al. [5] introduce a detector to localize the object and use two 

spatial constraints to select the distinguished parts. Lam et al.[6] propose a set of bound-

ing boxes in the image by the heuristic function and the successor function. The two 

functions are unified by a Long Short-Term Memory (LSTM) network into a deep 
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recurrent architecture. All these methods need datasets which provide detailed part an-

notations including part landmarks and attributes[7, 8] . Such annotations are expensive 

and unrealistic in many real applications.  

Weakly supervised part detection methods are proposed without using the expensive 

annotations[9-11] . Lin et al. [12] introduce bilinear pooling method. It is a pooled outer 

product of features derived from two CNNs. Kong et al. [13] propose classifier that 

factorizes the collection of bilinear classifier into a common factor and compact terms. 

The paper[14] aligns with the fine-grained and category-specific content of images and 

natural language provides a flexible and compact way of encoding only the salient vis-

ual aspects for distinguishing categories. SCDA[15] is a method that discards the noisy 

background and keeps useful deep descriptors without bounding box annotation. Then 

the selected descriptors are aggregated into a short feature vector. The paper [16] cap-

tures higher order interactions of features by a pooling framework. The paper [17] uses 

a hierarchical bilinear pooling method to integrate multiple cross-layer bilinear features 

to enhance feature representations. A region enhancement and suppression approach 

[18] proposes a plug-and-play significant region diffusion (SRD) module for explicitly 

enhancing the significant features. PHPQ [19] captures and retains fine-grained seman-

tic information in multi-level features. GCA [20] use cluster to divides the data into 

small clusters, and then aggregates them to get fine-grained information. 

In addition, attention model is widely used that can strengthen useful information 

and suppress the noise or useless information. Integrate network of attention [21] has 

three attention parts: the bottom-up attention finds candidate patches, the object-level 

top-down attention selects relevant patches to a certain object, and the part-level top-

down attention localizes discriminative parts. Liu et al.[22] introduce a reinforcement 

learning-based fully convolutional attention localization network to adaptively select 

multiple task-driven attention regions. Fu et al.[23] propose a recurrent attention CNN 

which can learn discriminative feature representation by multiple scales network. Peng 

et al.[24] propose attention model that is composed of object-level attention and part-

level attention. The Attention Module for Two-Branch Networks (DAL-Net) [25] ac-

quires features in a weakly supervised manner. Weakly Supervised Spatial Group At-

tention Network (WSSGA-Net) [26] highlights the correct semantic feature regions for 

more accurate classification by establishing semantic enhancement mechanism. 

In this paper, we propose a loss model with class variance for fine-grained classifi-

cation. By metric learning, the loss function aims to maximize inter-class distance and 

minimize intra-class distance. The salient features are extracted by attention model. The 

proposed method can be applied to different fine-grained network. The whole network 

only uses class label to finish fine-grained classification. 

2 Related works 

Fine-grained classification aims to recognize sub-categories under some basic-level 

categories. The subtle difference between fine-grained categories mainly relies on the 

properties of object parts, so all kinds of methods are proposed by localizing object or 

part region. Some methods with annotation information are effective. But they require 
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extra key points from humans, which are expensive to obtain. weakly supervised meth-

ods without annotation have a promising prospect[10, 11, 27, 28] . These weakly su-

pervised works make it possible to put the fine-grained image classification into prac-

tical applications. 

In fine-grained image classification, most existing image similarity models consider 

class-label and has a SoftMax loss function. Some researchers use class-variance to 

compare image similarity. The paper[29] integrates fine-grained ranking model to learn 

fine-grained image similarity. Through a triplet loss, it contains a query image, a posi-

tive image, and a negative image. The positive image is more similar to the query image 

than the negative image. The paper[30] uses triplets of roughly aligned matching/non-

matching face patches generated using a novel online triplet mining method to recog-

nize face. The paper[31] incorporates the modeling of intra-class variance into triplet 

network. Clustering is applied to implement the grouping which can figure out a mid-

level representation within each fine-grained category to capture the intra-class vari-

ance. These works have significantly improved the fine-grained recognition perfor-

mance by using triplet network. However, it is complexity for selecting the triplet im-

ages. Our method proposes loss model with class variance. The main contributions are 

summarized as follows:  

(1) We use the theory that maximize inter-class distance and minimize intra-class 

distance to optimize the loss function. The inputs selected from datasets are shuffle 

dates according to batch size. It is simpler than the triplet network. 

(2) The attention model is used to extracted salient features. Then the loss functions 

are composed by the SoftMax loss function and loss function of class variance. By 

optimizing the joint objective of loss and attention model, we can generate effective 

feature representations.  

(3) The experiments demonstrate that the proposed framework is superior to corre-

sponding original methods. It improves the performance significantly over all kinds of 

methods without complex human-defined annotations. 

3  The Loss model with class variance 

Instead of the triplet images, the proposed method selects inputs randomly accord-

ing to batch size. Given n inputs of batch size. each image is resized with 𝐻 ×𝑊 × 𝐶. 

𝐻is the height of image, 𝑊is the width of image, 𝐶is the channel of image. The whole 

structure of network is showed in Fig.1. It consists of three parts: Inputs, CONV Net-

work and loss function.  
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Fig. 1. The structure of network 

3.1 Attention Block 

To get discriminant feature, attention block is used to generates a saliency map. 

Given 𝐹are the feature maps of certain layers. 𝑓𝑐(𝑥, 𝑦) represents feature map which is 

at spatial location(𝑥, 𝑦) of channel𝑐. We get 𝑀𝑎𝑠𝑘𝑐(𝑥, 𝑦) by 

𝑀𝑎𝑠𝑘𝑐(𝑥, 𝑦) = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑓𝑐(𝑥, 𝑦))                    (1) 

The output𝑀of Attention block is computed by residual attention mechanism. It is 

expressed by  

𝑀 = 𝐹(1 + 𝑀𝑎𝑠𝑘𝑐)         (2) 

The attention model focuses on the distinguishing differences of parts among sub-

categories, which makes the saliency feature values stronger and suppresses noise pix-

els or useless information. 

3.2 The total loss functions 

For inputs in each batch size, we compare the distance between any two inputs. Given 

any two inputs are input1 and input2. 𝑓(𝑥, 𝑦) are the output features of inputs. The out-

put of attention block is the 𝑀. 𝑀(input1) is the attention output of input1. 𝑀(input2) 
is the attention output of input2. The distance between input1 and input2 is computed 

by Euclidean distance. Label1 is the label of input1. Label2 is the label of input2. When 

the label1 is equal to the label2, the input1 and input2 belong to the same class. The 

difference of input1 and input2 is added to loss2. When the label1 is not equal to the 

label2, the loss is added to loss1. The Fig.2 is the loss model with class variance. 
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Fig. 2. the loss model with class variance 

In addition, all inputs have the output of network respectively. And loss is defined as 

loss0 (In Fig.1). The total loss model is composed of loss0, loss1and loss2. 

4  Experiments 

All experiments are performed by PyTorch on NVIDIA GeForce RTX 2060 GPUs. We 

demonstrate experiment results on three standard fine-grained datasets, including CUB-

200-2011, Stanford dogs, and Oxford-Flower-17. Accuracy is adopted as the evaluation 

metric to evaluate the classification performances. No extra annotation or object bound-

ing box is used in the whole experiments. 

4.1  Datasets and Baselines 

We evaluate our method on three fine-grained image recognition datasets. These da-

tasets all contain large diversity in each class and visually similar in different classes. 

CUB-200-2011[7] contains 11788 images of 200 subcategories, 5994 images for train-

ing and 5794 images for testing, which is the most widely-used dataset in fine-grained 

image classification. Stanford dogs[8] has been built using images and annotation from 

ImageNet for the task of fine-grained image categorization. it contains images of 120 

breeds of dogs from around the world, which has 20580 images split into 12000 train 

images and 8580 test images. Oxford-Flower-17[32] consists of 17 flower types. Each 

flower type has 80 images which are split into 40 train images and 40 test images. To 

increase the number of datasets, we randomly clipp, translate, scale images. In the train-

ing phase, images are randomly cropped 224 × 224 patches or 448 × 448 patches.  

VGG-16 and ResNet-18 are used as the basic CNNs. VGG-16 has 16 layers which 

include 13 convolutions with ReLU layers and 3 fully connected layers. ResNet-18 has 

four basic conv blocks. Each conv block includes two residual units. We use a weight 

decay of 0.0001 with a momentum of 0.9 and set the initial learning rate to 0.01. Then 
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the learning rate is divided by 10 every 20 iterations. Two networks are initialized with 

the pre-trained network on the ImageNet. 

4.2 Comparisons 

We compare the proposed method with BCNN, CBP [33] and HBP [17]. BCNN is a 

method which replaces the fully connected layers with bilinear pooling. CBP is a com-

pact bilinear pooling method. In original paper of CBP, the features of CBP uses RM 

and TS projections. In our experiments, it uses TS projections. HBP is hierarchical bi-

linear pooling method which can integrate multiple cross-layer bilinear features to en-

hance their representation capability. We define the proposed loss model with class 

variance as LCV model.  

The LCV model is added on BCNN network, which is called as LCV on BCNN. The 

LCV model is added on CBP network, which is called as LCV on CBP. The baseline 

is VGG-16 for BCNN and CBP. We add the proposed model on HBP network, which 

is called as LCV on HBP. The baseline is ResNet-18 for LCV on HBP.  

4.3 Experiments on CUB-200-2011 

We randomly crop 448 × 448 patches or 224 × 224 patches in training images for CUB-

200-2011 dataset. Table 1 shows the comparison results for randomly cropping 448 × 

448 patches in training images. The test images are center cropped 448 × 448. From the 

Table 1, we can see that LCV model has a boost performance than the original model. 

The accuracy of BCNN is 72.01%. The accuracy of LCV on BCNN is 75.13%. The 

accuracy of CBP is 76.04%. The accuracy of LCV on CBP is 76.32%. The accuracy of 

HBP is 72.95% when the baseline is ResNet-18. The accuracy of LCV on HBP is 

74.28%. In comparison, our LCV model achieves significant improvement. The pro-

posed approach on CBP achieves the highest classification accuracy among all methods 

without object and parts annotations.  

Table 1. shows the comparison results on CUB-200-2011 dataset. 

Method Base Model Accuracy (%) 

PHPQ Resnet-18 74.13 

GCA Vit-B/16  73.40 

BCNN VGG-16 72.01 

LCV on BCNN VGG-16 75.18 

CBP VGG-16 76.04 

LCV on CBP VGG-16 76.32 

HBP VGG-16 72.71 

Resnet-18 72.95 

LCV on HBP Resnet-18 74.28 

 

Table 2 shows the comparison results for randomly cropping 224 × 224 patches in 

training images. The test images are center cropped 224 × 224. We add LCV model to 

different methods. The accuracy can be improved by using the proposed model. The 
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accuracy of LCV on BCNN is 70.45% higher than the original BCNN. The accuracy 

of LCV on HBP is 70.35 higher than HBP. The accuracy of LCV on CBP is 73.10%. 

And it has highest accuracy. Neither object nor parts annotations are used in these ap-

proaches. For different methods, it has an impressive boost when adding our LCV 

model. 

Table 2. shows the comparison results on CUB-200-2011 dataset 

Method Base Model Accuracy (%) 

BCNN VGG-16 70.34 

LCV on BCNN VGG-16 70.45 

CBP VGG-16 72.75 

LCV on CBP VGG-16 73.10 

HBP VGG-16 70.18 

Resnet-18 69.69 

LCV on HBP Resnet-18 70.35 

Experiments on Stanford dogs 

The classification accuracy on Stanford dogs is summarized in Table 3. The training 

images are randomly cropped 224 × 224 patches. The test images are center cropped 

224 × 224. We add LCV to different network and get an impressive progress. The ac-

curacy of LCV on BCNN is 62.03% higher than BCNN. The accuracy of LCV on CBP 

is 80.21% higher than CBP. The accuracy of LCV on HBP is 80.01% higher than HBP.  

Table 3. shows the comparison results on Stanford dogs dataset. 

Method Base Model Accuracy (%) 

PHPQ Resnet-18 79.83 

BCNN VGG-16 60.29 

LCV on BCNN VGG-16 62.03 

CBP VGG-16 78.71 

LCV on CBP VGG-16 80.21 

HBP VGG-16 74.65 

Resnet-18 77.55 

LCV on HBP Resnet-18 80.01 

Experiments on Oxford-Flower-17 

From the Table 4, it shows the comparison results on Oxford-Flower-17 dataset. 

The training images are also randomly cropped 224 × 224 patches. The test images are 

center cropped 224 × 224. The accuracy of LCV on BCNN is 88.68%. The accuracy of 

LCV on CBP is 91.03%. The accuracy of LCV on HBP is 90.15%. They have a better 

performance than the original network.  

Table 4. shows the comparison results on Oxford-Flower-17 dataset. 

Method Base Model Accuracy (%) 

BCNN VGG-16 84.71 

LCV on BCNN VGG-16 88.68 

CBP VGG-16 89.12 

LCV on CBP VGG-16 91.03 

HBP VGG-16 87.52 

LCV on HBP VGG-16 89.26 

HBP Resnet-18 88.09 
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LCV on HBP Resnet-18 90.15 

4.3 Analysis and Discussion 
We analyze and compare different methods on different datasets. In BCNN, the 

final feature maps of VGG-16 and ResNet-18 are all 512 channels. The outer product 

of features is computed and the dimension is 512*512. CBP is compact bilinear pooling 

method. The computational time of BCNN is longer than CBP. In addition, BCNN only 

focuses on final layers with high dimension. These key features might be overwhelmed 

by large non-discriminative region in pooling stage. For HBP, the projection layers de-

termine essential feature of the object, which distinguish its category by successive in-

teraction and integration of different part. The final dimension of original HBP is 8192. 

The complexity of HBP is larger than others. CBP has compact dimension and get a 

fast convergence.  

Our proposed method provides a rough localization of target from attention model. 

The loss function is computed by class variance. The LCV model can be optimized by 

maximizing inter-class distance and minimizing intra-class distance. The results of 

LCV model are competitive with the original network. All these networks require no 

bounding box/part annotations and can be trained end-to-end. 

5. Conclusions 
In this paper, the loss model with class variance has been proposed for weakly super-

vised fine-grained image classification. It can localize the object and learn salient fea-

tures by attention model. Based on maximizing inter-class distance and minimizing in-

tra-class distance, the loss function is optimized. The proposed approach demonstrates 

better performance without requiring bounding box/part annotations.  
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