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Abstract. Extracting temporal relations among events is essential in natural lan-

guage understanding tasks. When two event mentions are widely separated in one 

text, the contextual information between them often becomes complicated and 

the temporal clues are difficult to locate, making inferring their temporal rela-

tionship more challenging. In this paper, we propose a novel approach named 

Constraint Graph-based and Syntax-aware Event Temporal Relation Extraction 

(CGSE) to address this issue. Specifically, we build temporal constraint rules by 

event attributes from databases to obtain prior temporal knowledge. Then we 

construct constraint graphs based on temporal constraint rules and present a graph 

neural network to model the dependencies. To eliminate irrelevant information 

in complicated contexts, we employ the Shortest Dependency Paths (SDP) be-

tween events in syntactic dependency parse trees, while also incorporating more 

temporal clues into the SDP. After that, we utilize a graph transformer to learn 

the representation of the SDP. Finally, a constraint fusion module is used to inte-

grate constraint information and syntactic information to improve performance 

further. Experiments on two benchmark datasets, MATRES and TB-DENSE, es-

tablish that our proposed method demonstrates remarkable superiority over the 

previously existing state-of-the-art approaches in temporal relation extraction. 
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1 Introduction 

Event temporal relation extraction (ETRE) aims to infer the temporal order between 

two events from text and plays a crucial role in various downstream applications, such 

as summary [1, 2], question answering [3] and story generation [4], etc. Recent studies 

have achieved significant performance improvements by neural network-based meth-

ods [5–13] and pre-trained language models [14–25]. 

However, few previous works have analyzed and addressed the influence of the dis-

tance between two events in a text on the ETRE task. When two events are far apart, 

the number of words between them increases, causing the contextual information to 

become more complex, such as < e1, e4 > in Fig. 1. Many temporal relationship clues 

are hidden in the contextual information between and around events [20]. Thus, one of 

the persistent challenges in ETRE is the difficulty in locating temporal clues relevant 
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to the events due to the increased complexity of contextual information, particularly in 

long-distance event pairs. For example, we observe a decrease in the performance of 

pre-trained language models like RoBERTa [26] as the number of tokens between 

events increases. To fill this research gap, we aim to develop a novel method that ob-

tains additional prior temporal knowledge and effectively captures temporal clues in 

long-distance event pairs. 

Specifically, we have discovered that event trigger words can obtain their tenses and 

event types to get more effective prior temporal information. For example, the event 

type of e1 is Occurrence and the event type of e3 is Reporting, both of them are in the 

past tense. Since the corpus is sourced from news, Reporting always happens after 

Ocurrence, like e1 and e3. Hence, we define (/Occurrence/Past, Before, /Report-

ing/Past) as a temporal constraint rule. The event attributes, including the event tense 

and type, have already been annotated in the datasets. Furthermore, the datasets contain 

more than just the mentioned temporal constraint rule. Given the tense and type of 

events, we can build additional temporal constraint rules, which offer more external 

event information and temporal clues. Therefore, temporal constraint rules serve as an 

external knowledge base and provide basic and general knowledge. 

 

Fig. 1. Example of ETRE. Event mentions are highlighted in bold. Below event attributes and 

the SDP are provided with explicit temporal clues marked in orange. The following graph depicts 

the temporal relationships of event pairs. 

Since the event pairs have different semantic relationships in diverse contexts, it is 

crucial to analyze the contextual information associated with event pairs to infer their 

temporal order. Previous works [5, 6, 14, 20] have shown the shortest dependency path 

(SDP) in syntactic dependency parse trees can effectively filter out irrelevant infor-

mation in complex contexts and retain the most relevant words of events by focusing 

on the action and agents in sentences. Since the SDP is to extract the syntactic structure 

for two event mentions in sentences, some modification information will be removed. 

But in some cases, useful explicit time clues exist in this modification information, as 

exemplified in ⟨𝑒2, 𝑒3⟩ in Fig. 1. "this week" and "two years ago" represent the tem-

poral information of the two events, but they are not included in the SDP. To tackle this 

issue, we incorporate more neighbor information around event mentions, such as time 
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words(e.g., yesterday, now), tense words(e.g., was, have), and discourse punctua-

tion(e.g.,:, " ") into SDP to locate more explicit temporal information. 

 

Fig. 2.  Architecture overview. The event tokens are highlighted in red and blue. In the syntactic 

dependency graph, the orange nodes represent the neighbor nodes of event pairs. 

Based on the above analysis, we propose a novel approach called Constraint Graph-

based and Syntactic-guided Event Temporal Relation Extraction (CGSE). To enable 

our model to locate more temporal clues and eliminate irrelevant information within 

the complex context, we adopt the following strategies: Firstly, we build temporal con-

straint rules based on event attributes from databases. In particular, when mapping tem-

poral constraint rules onto a directed graph, we represent the temporal relation label as 

a node instead of an edge attribute to uncover its deeper underlying meaning. In other 

words, each temporal constraint rule is represented by two directed edges on the con-

straint graph, where each edge connects a temporal relation label node and a temporal 

attribute node, and vice versa. Then, we employ Relation Graph Convolution Networks 

(RGCNs) [27] as the graph encoder to extract interactive information from the con-

straint graph. 

Secondly, we utilize a public dependency parser to obtain the SDP and incorporate 

more information into it. Different from most approaches that use graph neural net-

works to encode the SDP, we utilize a graph transformer to capture long distance de-

pendencies better and reduce excessive smoothing. Finally, our constraint fusion mod-

ule integrates constraint information and syntactic information in a soft way to compute 

the final representation, improving performance in predicting temporal relations be-

tween events. We conduct experiments on two renowned benchmark datasets, 

MATRES [28] and TB-Dense [29] to demonstrate the superior effectiveness of CGSE 

over previous state-of-the-art methods and excellent performance. 
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2 Method 

Following previous works, we formulate the ETRE problem as a multi-class classifica-

tion task. Given an event pair ⟨𝑒𝑖 , 𝑒𝑗⟩  our goal is to predict the temporal relation label 

between them with sentences they belong to. Fig. 2 shows the overview of our ap-

proach. Our work CGSE involves four major parts: (i) Constraint Graph Construction 

to build temporal constraint rules and graphs based on event attributes from databases. 

(ii) Constraint Graph Encoder to obtain the representations of temporal relation labels 

and event attributes. (iii) Syntactic Graph Transformer to transform words into embed-

ding vectors and extract the syntactic structure of corresponding sentences. (iv) Con-

straint Fusion Module to combine outputs from the two above modules and then com-

pute the complete representation to make the final prediction. 

2.1 Notations and Definitions 

Given a constraint graph 𝒢𝒸 = {𝒯, ℛ𝓉 , 𝒰, 𝒞}  with 𝒯 = 𝒯𝓅   ∗   𝒯ℯ  and 𝒰  =  𝒯 ∪ ℛ𝓉 , 

where 𝒯𝓅 , 𝒯ℯ, 𝒰, ℛ𝓉 , 𝒞 indicate the sets of event types, event tense, constraint nodes, 

temporal relation labels and constraints, respectively. Each constraint (𝑡𝑒𝑖
, 𝑟𝑡𝑖𝑗

, 𝑡𝑒𝑗
) ∈

𝒞 indicates a constraint rule. We define a syntactic graph as 𝒢𝓈 = {𝒩, ℛ𝒹 , 𝒫}, where 

𝒩, ℛ𝒹 , 𝒫 represent the sets of token nodes, dependency relations and dependency path, 

respectively. In SDP, each triple (𝑛𝑖 , 𝑟𝑑𝑖𝑗
, 𝑛𝑗) ∈ 𝒫 indicates syntactic dependency rela-

tion 𝑟𝑑𝑖𝑗
 between two tokens 𝑛𝑖 , 𝑛𝑗 in sentences. 

2.2 Constraint Graph Construction 

Constraint graphs provide more basic and general knowledge, direct rule constraints, 

and a compact vector space for temporal knowledge mining. According to TimeML 

guidelines [30], the event type is categorized into seven types: Occurrence, Reporting, 

Perception, Aspectual, I_Action, I_State and State. Considering that most events are 

expressed as verbs, their tense can be classified into four categories: Past, Present, Fu-

ture and None. The constraint rules are constructed by the temporal information found 

in both event tense and event type. 

Table 1.  Event Type Constraint 

 Occurence Reporting I_Action I_State State Aspectual Perception 

Occurence - Before Vague Vague Vague Vague Vague 

Reporting After - After After After Vague After 

I_Action Vague Before - Vague Vague Vague - 

I_State Vague Before Vague - After Vague - 

State Vague Before Vague Before - Vague - 

Aspectual Vague Vague Vague Vague Vague - - 

Perception Vague Before - - - - - 
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To ensure high-quality constraint rules, we prioritize filtering based on the inherent 

temporal relationships of event tenses. In cases where the event tenses are consistent or 

"None", the implicit temporal relationships between event types are used to filter fur-

ther, see Table 1. Event type constraint can be constructed according to the co-occur-

rence frequency of each temporal relation with event type pairs in the dataset. As shown 

in Appendix A, for example, (Occurrence, Before, Reporting) and (Reporting, After, 

Occurrence) sample numbers are 4 to 36 times greater than other temporal relationships 

respectively. The temporal relation itself exhibits symmetry (i.e., Before and After, In-

cludes and Is_Included), reflexivity (i.e., Vague, Equal), and transitivity. Thus, we can 

establish two constraints for event types. If the number of samples between two event 

types is uniformly distributed over the temporal labels, its relation is defined as 

"Vague".  In addition, if the number is too small or even 0, it indicates no clear temporal 

constraint between the two types and is represented as '-' in Table 1. We filter a total of 

1051 constraint rules, and then apply the reflexivity of temporal relationships(e.g., be-

fore and after), resulting in a final count of 375 constraint rules. Note that one constraint 

graph is shared by all the inputs from the same database. 

2.3 Constraint Graph Encoder 

We first obtain constraint graphs and vector representations from the input layer. Next, 

we apply RGCNs [27] to extract the interactive features of the nodes and acquire node 

representations. Finally, the representations of event attributes and temporal relation 

labels can be derived by dividing the node representations. 

Input Layer For each constraint (𝑡𝑒𝑖
, 𝑟𝑡𝑖𝑗

, 𝑡𝑒𝑗
) ∈ 𝒞 with 𝑡𝑒𝑖

, 𝑡𝑒𝑗
∈ 𝒯 and 𝑟𝑡𝑖𝑗

∈ ℛ𝓉 , we 

add (𝑡𝑒𝑖
, 𝑟𝑡𝑖𝑗

) and (𝑟𝑡𝑖𝑗
, 𝑡𝑒𝑗

) into the edge set ℰ to obtain a constraint graph. With the 

edge set ℰ, the adjacency matrix Â ∈ 𝑅𝑚×𝑚(𝑚 = |𝒰|) is defined as: 

                                           �̂�𝑖𝑗 =  {
1    if (u𝑖 , u𝑗) ∈ ℰ  (u𝑖 , u𝑗 ∈ 𝒰),

0    otherwise.                            
   (1) 

For each node 𝑢𝑖 ∈ 𝒰, we randomly initialize a 𝑑𝑢 dimensional embedding u𝑖
(0)

. By 

following the above process, the raw constraint graph is transformed into an embedding 

matrix 𝐔(0) =  {𝐮𝟏
(𝟎)

, 𝐮𝟐
(𝟎)

, … , 𝐮𝒎
(𝟎)

} with an adjacency matrix �̂�. 

Encoding Layer In this study, we employ RGCNs to encode the constraint graph in-

formation. RGCNs are primarily motivated as an extension of GCNs [31] that operate 

on local graph neighborhoods to relational data. Similar to GCNs, RGCNs can effec-

tively promote information propagation in the graph with the neighborhood integration 

mechanism, which effectively considers the various edge types presented in the graph 

in the message-passing mechanism. Nevertheless, RGCNs extend the single graph pro-

cessing of GCNs to handle multiple graphs and expand the node classification in GCNs 

to graph classification. 

The nodes in the constraint graph are composed of event nodes and time relation 

nodes, where 𝑟 ∈ 𝑅𝑡  is a relation type. In this case, the relation specific adjacency 
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matrix �̂�𝑟𝑖𝑗 is based on �̂�𝑖𝑗 . With the node embeddings 𝐔(0) and the adjacency matrix 

�̂�𝑟𝑖𝑗 as inputs, we apply RGCNs to extract high-dimensional representations of nodes. 

The computation for node 𝑢𝑖 at the 𝑘-th layer in a relational multigraph under relation 

𝑟 can be derived as follows:  

 𝐮𝑖
(𝑘) = σ(∑ ∑ �̂�𝑟𝑖𝑗𝑗∈𝑈𝑟𝑟∈𝑅𝑡

𝐖𝑟
(𝑘)

𝐮𝑗
(𝑘−1)

+ 𝐖0
(𝑘)

𝐮𝑖
(𝑘−1)

) (2) 

where 𝐔𝑟  is the set of neighbors of node 𝑢𝑖 connected by relation of type 𝑟, 𝐖0
(𝑘)

 rep-

resents the learnable weight matrix for the root transformation in layer 𝑘, 𝐖𝑟
(𝑘)

 is re-

spectively the weight matrix of the 𝑘-th layer andσ(⋅) is an activation function (e.g., 

RELU). According to the category of each node, we divide the output representations 

𝐮(𝑘) ∈ 𝑅𝑚×𝑑𝑢 into temporal relation labels representations 𝐑 ∈ ℝ𝑚𝑟×𝑑𝑢 and event at-

tributes representations 𝐓 ∈ ℝ𝑚𝑡×𝑑𝑢 . 

2.4 Syntactic Graph Transformer 

Temporal information related to events in sentences primarily originates from their 

SDP and surrounding context. To learn more relevant temporal information, we first 

acquire the SDP with the neighbor nodes of event pairs from the input layer. Then, we 

utilize a syntactic graph transformer encoder to obtain comprehensive representations 

of nodes from the SDP. 

Input Layer Given an event pair 〈𝑒𝑖 , 𝑒𝑗〉 from one or two sentences, we apply a public 

dependency parser1 to parse each sentence into syntactic tree graph that has only one 

root node. To connect the tree graphs of two sentences, we follow previous work [14] 

to establish a link between the root nodes of two different sentences and assign "cross-

sentence" to their dependency relationship. For each node in the syntactic graph 𝒢𝓈, we 

apply the RoBERTa [26] encoder to get word contextual represented vectors for initial-

izing node representations. We use 𝒫𝒾𝒿 = 𝒫𝒾𝓊 + 𝒫𝓊𝒿 as the SDP from 𝒏𝑖 to 𝒏𝑗, where 

𝑢 is the syntactic graph root node. Then, we add neighbor nodes of event pairs from the 

syntactic graph to 𝒫𝒾𝒿. 

Encoding Layer Following graph transformer model [20, 32, 33], the graph encoder 

consists of a stack of $l$ identical graph layers. To learn rich node representations in 

𝒫𝒾𝒿, we adopt the multi-head graph attention. In our approach, the embedding of each 

node 𝐧𝑖 by RoBERTa encoder as the initial hidden state of node ℎ𝑖
0 and the node rep-

resentation in our graph transformer is 𝐡𝑖
𝑙−1. Specifically, it allows each node to have 

its out edges and in edges with edge attribute denoting syntactic dependency to deal 

with the triples (𝑛𝑖 , 𝑟𝑑𝑖𝑗
, 𝑛𝑗) as follow: 

 𝐑𝑖𝑗
𝑙−1 = (𝐡𝑖

𝑙−1 ‖𝐫𝑑𝑖𝑗

𝑙−1‖ 𝐡𝑗
𝑙−1) 𝐖𝑑 + 𝐛𝑑  (3) 

 
1  https://spacy.io/api/dependencyparser 
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where 𝑟𝑑𝑖𝑗

𝑙−1 ∈ ℛ𝒹 is the edge label, (𝐡𝑖
𝑙−1 ‖𝐫𝑑𝑖𝑗

𝑙−1‖ 𝐡𝑗
𝑙−1) is the concatenation of the tri-

ples, 𝐖𝑑 ∈ ℝ𝟛𝑑𝑚𝑜𝑑𝑒𝑙 and 𝑏𝑑 ∈ ℝ𝑑𝑚𝑜𝑑𝑒𝑙 . The multi-head attention mechanism builds on 

scaled dot-product attention, which operates on a package of queries 𝐐𝑖, keys 𝐊𝑖, and 

values 𝐕𝑖 based on each node 𝑛𝑖 as follow: 

 Attention(𝐐𝑖 , 𝐊𝑖 , 𝐕𝑖) = softmax (
𝐐𝑖𝐊𝑖

𝘛

√𝑑𝑘
) 𝐕𝑖 (4) 

where √𝑑𝑘 is the scaling factor denoting the dimension size of each key vector. To 

perform self-attention, we begin with a linear transformation to generate a query vector 

𝐐𝑖 based on each node 𝑛𝑖 and employ another two linear transformations to obtain the 

key vectors 𝐊𝑖  and value vectors 𝐕𝑖  based on another node in the triplets associated 

with node 𝑛𝑖. Subsequently, we conduct self-attention across all relevant triples, and 

compute a new node representation with multiple attention heads as shown below: 

 zi
l  =  ∏ (ℎ𝑒𝑎𝑑𝑖

𝑥)𝐖𝑜
𝑑ℎ
𝑥   (5) 

 ℎ𝑒𝑎𝑑𝑖
𝑥 = softmax (

𝐡𝑖
𝑙−1𝐖𝑞

𝑥(𝐑𝑖𝑗
𝑙−1𝐖𝑘

𝑥)
𝘛

√𝑑𝑘
) 𝐑𝑖𝑗

𝑙−1𝐖𝑣
𝑥 (6) 

where 𝑧𝑖
𝑙 is the output of the multi-head graph attention for node 𝑛𝑖 with 𝑑ℎ heads at 𝑙-

th layer, ∏ denotes the concatenation of the 𝑑ℎ attention heads, and 𝐖𝑞
𝑥 , 𝐖𝑘

𝑥 , 𝐖𝑣
𝑥 , 𝐖𝑜 

is a learnable parameter, respectively. The fully connected feedforward network layer 

is applied individually and uniformly to each node. For each layer, we utilize residual 

connection followed by LayerNorm to obtain the final representations for each node. 

 

2.5 Constraint Fusion Module 

Given an event pair ⟨𝑒𝑖, 𝑒𝑗⟩, a syntactic graph 𝒢𝓈, and a raw constraint graph 𝒢𝒸, we 

obtain events token representations 𝒬  and temporal relation representations 𝐑  and 

event attribute representations 𝐓 by two aforementioned modules. To aggregate the 

outputs of the above two modules, we first construct new event representations and 

constraint representations and then apply the fusion operation over these to compute 

the final prediction. 

Representation construction For each constraint (𝑡𝑒𝑖
, 𝑟𝑡𝑖𝑗

, 𝑡𝑒𝑗
) ∈ 𝒞 indicates a con-

straint rule. The new event representation is achieved by concatenating the representa-

tions of syntactic event and its corresponding event attribute representations as 𝐨𝑖𝑗 =

(𝐪𝑖𝑗‖𝐭𝑒𝑖
 ‖𝐭𝑒𝑗

 ), where 𝐪𝑖𝑗 ∈ 𝒬, 𝐭𝑒𝑖
, 𝐭𝑒𝑖

∈ 𝑇. Then, we concatenate the event attribute 

representations and their temporal relation representations as 𝐜𝑡𝑖𝑗
= (𝒓𝑡𝑖𝑗

‖𝐭𝑒𝑖
 ‖𝐭𝑒𝑗

) to 

obtain the constraint representations, where 𝐫𝑡𝑖𝑗
∈ 𝐑. 
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Fusion Layer Our fusion layer combines new event representations and constraint rep-

resentations to calculate the final output. Intuitively, the similarity between the former 

parts (i.e., 𝐪𝑖𝑗  and 𝐫𝑡𝑖𝑗
) measures the semantic matching between the event pairs and 

the temporal relation. Then the final representation can be computed as follows: 

 g𝑖𝑗 = 𝐨𝑖𝑗𝐜𝑡𝑖𝑗
 (7) 

Finally, we feed the final representation gij into a softmax classifier to calculate the 

probability distribution over relation labels as follows: 

 �̂�𝑖𝑗 = softmax(𝐖𝑡  gij + 𝐛𝑡) (8) 

where �̂�𝑖𝑗  denotes the probabilities over all possible temporal relations between event 

mentions 𝑒𝑖 and 𝑒𝑗, 𝐖𝑡 is the weight of the classifier and 𝐛𝑡 is the bias. The cross-en-

tropy loss function to train our model is: 

 ℒ = − ∑ 𝑙𝑜𝑔�̂�𝑖𝑗 (𝑟𝑡𝑖𝑗
|𝒬; 𝒢𝓈; 𝒢𝒸; δ)𝑖𝑗   (9) 

where δ is the set of parameters. During the test stage, the ground-truth temporal rela-

tion labels 𝑟𝑡𝑖𝑗
 is unknown. Therefore, we apply all constraint representations to calcu-

late the posterior probabilities of the temporal relation and select the temporal relation-

ship with the highest probability as the predicted result. 

3 Experiment 

3.1 Experimental Setup 

Datasets We conduct our experiments on two public well-known benchmarks for 

ETRE, MATRES [28] and TB-DENSE [29]. MATRES contains refined annotations 

on TimeBank [30], Aquaint [34] and Platinum [35] documents. It annotates temporal 

relations only based on start time points along with four label types: Before, After, 

Equal, and Vague. On the other hand, TB-DENSE is a densely annotated dataset from 

TimeBank. In addition to the four label types used in MATRES, it introduces two ad-

ditional label types: Includes and Is_Included. For both benchmark datasets, we use 

the same (train/dev/test) splits as previous studies [10, 15]. The detailed statistics of 

the two datasets can be found inTable 2. 

Table 2. Data Statistics for MATRES and TB-DENSE 

Dataset Train Dev Test 

MATRES 
# of Docs 

# of Relations 

218 

11820 

37 

920 

20 

837 

TB-DENSE 
# of Docs 

# of Relations 

22 

5628 

5 

717 

9 

1785 
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Event Types TimeML [36] provides a definition of events as situations that happen or 

occur, or elements describing states or circumstances in which something obtains or 

holds the truth. The TimeML guidelines further classify events into seven distinct clas-

ses as follows. The definition and distribution of seven event types in MATRES and 

TB-DENSE are illustrated in Table 3. 

Table 3. Event Type Definition and Distribution for MATRES and TB-DENSE 

TYPES DEFINIOTION MATRES TB-DENSE 

Occurrence Describing something that happens(e.g., arrive) 3111 51.0% 849 56.8% 

Reporting Action of a person or organization declaring 1553 25.5% 191 12.8% 

I_Action Intensional action(e.g., attempt, try, promise) 549 9.0% 190 12.7% 

I_State Intensional state(e.g., believe, intend, want) 357 5.9% 107 7.2% 

State Circumstance where truth holds(e.g., war) 307 5.0% 80 5.3% 

Aspectual Aspectual prediction of event(e.g., stop, begin) 176 2.9% 61 4.1% 

Perception Physical perception of event(e.g., see, hear) 45 0.7% 16 1.1% 

 

Evaluation Metrics For fair comparisons with previous research, we follow the same 

evaluation metrics as [20, 28], disregarding the Vague relation label from both datasets.  

We compute the precision, recall, and micro-average F1 score to maintain consistency 

with the baselines. 

 

Hyper-parameters Settings In the experiment, we choose the pre-trained RoBERTa-

large2 to encode the input and optimize our model with BertAdam. The encoder layer 

size is 12 and the number of heads is 8 in the graph transformer. In RGCNs, we set 

graph embedding size as 220, hidden size as 250, output size as 300, layer size as 2, 

head number as 8, and edge type as 2. Through the hyper-parameter search in the ex-

periment, we find the best performance can be achieved with the following settings:  

total training epochs is 5, a learning rate of 4e-6, and a batch size of 16. To prevent 

overfitting, we apply dropout with a rate of 0.5 before the classifier layer. Furthermore, 

all weight matrixes are initialized by Xavier initialization. 

 

3.2 Results 

Table 4 shows the performance of our approach CGSE and baseline methods for ETRE 

in each benchmark dataset, organized based on publication time. We employ the pre-

trained RoBERTa-large for fine-tuning and optimizing our model with BertAdam.  

For these datasets, the following baselines are chosen for comparison. 

 
2  https://huggingface.co/roberta-large 
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Table 4. Model Performance on MATRES and TB-DENSE. 

Models 
MATRES TB-DENSE 

Pre Recall F1 Pre Recall F1 

Structrued-Joint 59.0 60.2 59.6 52.6 46.5 49.4 

SP+ILP 71.3 82.1 76.3 58.4 58.4 58.4 

Deep-Structured 77.4 86.4 81.7 62.7 58.9 62.5 

UAST 76.6 84.9 80.5 64.3 64.3 64.3 

SGT - - 80.3 - - 67.1 

Relative-SenTime 80.1 84.4 82.2 66.5 66.5 66.5 

PIPER - - 81.8 67.2 68.3 67.7 

LEAF - - 82.1 - - 66.7 

UNIFIED - - 82.6 - - 68.1 

Bayesian-Trans 79.6 86.0 82.7 - - 65.0 

Our Method 81.7 85.0 83.3 68.4 68.4 68.4 

 

⚫ Structrued-Joint [10]: A joint event and temporal relation extraction model with 

shared representation learning to make predictions on events and relations simul-

taneously. 

⚫ SP+ILP [11]: A structured learning approach with Integer linear programming 

(ILP) methods to enforce global consistency. 

⚫ Deep-Structured [12]: A deep structured learning framework based on a struc-

tured support vector machine to encode the structure knowledge and learn long-

range features. 

⚫ UAST [18]: An uncertainty-aware self-training framework to quantify the model 

uncertainty for tackling pseudo-labeling errors. 

⚫ SGT [20]: A graph transformer over dependency parse trees to represent the con-

nection between an event pair in a document. 

⚫ Relative-SenTime [21]: A multi-task learning framework utilizing the relative 

sentence time to enhance cross-sentence temporal relation extraction. 

⚫ PIPER [22]: A logic-driven deep contrastive optimization pipeline for the event 

temporal relation extraction based on the designed hierarchical graph distillation 

network and the rule-match features. 

⚫ LEAF [23]: A simple and effective approach to extract rich temporal knowledge 

from unannotated corpora using diverse temporal knowledge patterns and pre-

train a language model to inject this knowledge. 

⚫ UNIFIED [24]: A unified framework transforming temporal relations into logical 

expressions of time points and predicting the relations between certain time point 

pairs. 

⚫ Bayesian-Trans [25]: A bayesian learning-based method that models the tem-

poral relation representations as latent variables and infers their values via bayes-

ian inference and translational functions. 
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Overall, we observe that our method significantly outperforms baseline systems, alt-

hough they are also based on the pre-trained model on MATRES and TB-Dense.  

Our CGSE has a 0.6 % F1 improvement on the MATRES dataset and a 0.3 % F1 im-

provement on the TB-Dense dataset, which indicates the effectiveness of our proposed 

CGSE model for the ETRE task. 

3.3 Ablation Study 

To better understand the effectiveness of each component of our model, we further 

conduct ablation studies to compare the performance of our approach with different 

configurations. In Table 5, CGSE -w/o constraint graph represents our method CGSE 

excluding the constraint graph. For CGSE -w syntactic graph, we replace the syntactic 

graph transformer with pre-trained RoBERTa. 

Table 5. Performance of Different Models on MATRES 

Model Pre Recall F1 

RoBERTa-F 79.6 81.2 80.4 

CGSE -w/o constraint graph 80.2 82.3 81.3 

CGSE -w syntactic graph 81.0 83.8 82.4 

CGSE 81.7 85.0 83.3 

 

The result demonstrates that each component of CGSE contributes significantly to 

our model's performance, as removing any of these components leads to a notable de-

crease in the F1 score. Removing the constraint graph in our model obviously has a 

profound impact on the F1 performance. Both the external information of event attrib-

utes and relation constraints provide significant improvements to our model. In addi-

tion, the syntactic graph is indispensable for reducing irrelevant information in complex 

contexts and gaining more useful temporal information. It is necessary to consider the 

internal syntactic structure of the sentence for a deeper temporal analysis. Most syntac-

tic structures, such as parallel structures, infinitive structures, and adverbial clauses of-

ten exhibit a temporal order. The ablative experiment demonstrates that the syntactic 

graph transformer can effectively learn the syntactic structure features and context in-

formation related to events. 

Impact of Constraint Graph We propose the constraint graph that enables our model to learn 

the inherent tense and type information of events and the temporal relationship label information. 

As depicted in Table 6, adding the constraint graph has improved the F1 values in each temporal 

label category, except for 'Equal'. This is attributed  to the insufficient number of 'Equal' samples, 

as demonstrated in Table 7,  resulting in inadequate learning. The RoBERTa-F baseline exhibits 

a significant discrepancy in F1 values between the 'Before' and 'After' temporal relations, which 

indicates inadequate learning for the "After" relation. Nevertheless, the constraint graph signifi-

cantly improves this aspect. 
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Table 6. F1 Values of Different Variants on MATRES 

Model Before After Equal Vague 

RoBERTa-F 84.2 78.7 0.0 28.4 

RoBERTa-F + Constraint 85.0 82.8 0.0 29.9 

CGSE 85.9 83.7 0.0 31.5 

 

Table 7. Temporal Label Distribution for MATRES and TB-DENSE 

LABELS MATRES TB-DENSE 

Before 6885 50.7% 2590 20.4% 

After 4575 33.7% 2104 16.5% 

Equal 471 3.5% 215 1.7% 

Includes - - 836 6.6% 

Is_Included - - 1060 8.3% 

Vague 1642 12.1% 5910 46.5% 

 

 

Based on our observations, at least three kinds of information in constraint graphs 

are beneficial. Firstly, event types and tenses offer external event information for the 

model to understand events. Secondly, constraint information provides direct and effi-

cient prior temporal information for the model. Lastly, interactive information exists 

within constraint graphs, as temporal relation label nodes are indirectly linked through 

event attribute nodes. In such cases, we can employ message passing between nodes to 

transfer rich knowledge and capture intrinsic dependencies. 

 

Impact of Syntactic Graph In this section, we conduct comparative experiments on 

the range of dependency path choices in syntactic graphs constructed from syntactic 

dependency trees. By selecting three kinds of dependency ranges, we compare the All 

Path (all syntactic dependency paths), the SDP Path (the shortest dependency path be-

tween two events), and the Neighbor Path (dependency paths directly connected to the 

event triggers) with our model (SDP Path + Neighbor Path). According to Table 8, the 

SDP Path is less effective than the Neighbor Path, as the Neighbor Path retains more 

context information relevant to events. The SDP Path mainly extracts syntactic struc-

tures between events, but not all syntactic structures are capable of expressing temporal 

relations. On the other hand, the All Path tends to include an excessive amount of irrel-

evant information, which undermines the performance of the model. Therefore, consid-

ering the SDP Path and the Neighbor Path at the same time can better capture both 

syntactic and contextual information. 
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Table 8. A Comparison of Different Ranges of Syntactic Dependency Path on MATRES 

Model Pre Recall F1 

All Path 80.4 82.7 81.6 

SDP Path 80.7 83.3 82.0 

Neighbor Path 81.1 84.1 82.6 

CGSE(Our Model) 81.7 85.0 83.3 

 

Impact of Distance between Events We further analyze the impact of distance be-

tween events on the RoBERTa-F baseline and our approach. We categorize distances 

into three categories using values of 20 and 40, as shown in Fig. 3.The dataset distribu-

tion for these three categories is 289, 332, and 216 in the MATRES dataset, respec-

tively. Based on our experimental results, we note that the RoBERTa-F model cannot 

perform well in predicting the temporal relation between two event mentions when they 

are far apart in sentences. Contrarily, our model demonstrates better with only minor 

variations across different distances. Our model declines more at distances of 20-40 due 

to a larger number of datasets, especially for cross-sentence events. This highlights the 

superiority and benefits of our approach in long-distance event pairs. 

 

 

Fig. 3. Distance between event pairs on MATRES. The x-axis shows the number of subtokens 

between the two events mentions. 

 

3.4 Error Analysis 

To facilitate a comprehensive understanding of the output errors generated by our ap-

proach, we categorize them into three categories and provide a detailed analysis as Fig. 

4 shows: (i) Ambiguous context. Due to some sentences not being clearly expressed, 

it is difficult for our model to comprehend the intricate and ambiguous context in which 

to infer temporal relations, as exemplified by S1. (ii) Common sense knowledge. Our 

approach cannot correctly distinguish between the actual events and the event contain-

ing common sense knowledge, as shown in S2. Furthermore, in most cases, the tem-

poral relation among common sense events is annotated as Vague. (iii) Imbalanced 

Labels. We observe that accurately predicting the equal relation in both datasets is 

challenging. This difficulty arises from the low percentage of equal relation, as 
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presented in Table 7. In the MATRES dataset, the percentage of Before and After rela-

tions exceeds 80%. Meanwhile, in the TB-Dense dataset, the label distribution is even 

more imbalanced as the percentage of Vague relation is close to 50%, while the per-

centage of "Equal", "Includes" and "Includes_In" relations are 1.7% and less than 7% 

respectively. 

 

 

 

 

Fig. 4. Error analysis. Event mentions are highlighted in blue and green. Each line following 

the sentence is its temporal relation label. 

 

4 Related Work 

Most early traditional studies learn the event attributes based on pattern matching [37, 

38] and statistical machine learning [39-41]. Mani et.al [39] build a MaxEnt classifier 

relying on event attribute features that were hand-tagged in the corpus. Chambers [40] 

describes automatic machine learning using event attributes features. However, how to 

make use of these features has been under-explored since the emergence of neural meth-

ods. To fill this gap, our approach introduces a novel constraint graph to learn event 

attribute features in ETRE tasks to represent temporal dependencies better. 

Recently, neural networks [5-9, 11-13] and large-scale pre-trained language models 

[10, 14-21] have been employed for ETRE, which have achieved impressive results. 

Several of these studies have also explored the shortest dependency paths between two 

events for ETRE. Meng [6] utilizes a streamlined LSTM-based architecture and Cheng 

[14] adopts BiLSTM along shortest dependency paths to capture temporal relation. Ma-

thur et al. [19] show that graph-based neural networks can learn highly relational data 

relationships in graphs incorporating syntactic features, discourse features, and tem-

poral arguments from semantic role labels. Our approach is similar to the recent work 

[20], which performs a graph transformer with dependency parse trees and adopts a 

much more complex attention machine. In contrast, our approach differs in that we 

utilize another pre-trained model that is more suitable for capturing temporal series in-

formation. Thus, we employ the graph transformer with a simplified structure to obtain 

the most meaningful temporal information related to events. 
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5 Conclusion 

In this paper, we propose a novel approach, Constraint Graph-based and Syntax-aware 

Event Temporal Relation Extraction (CGSE). Our method obtains more event and tem-

poral information through the constraint graph and syntactic graph. Furthermore, our 

method effectively addresses the complex contextual challenges arising from event 

pairs that are widely distributed in the text. Experiments on benchmark datasets show 

that our approach is significantly superior to previous state-of-the-art methods. In the 

future, we aim to discover an effective graph structure and investigate the potential of 

our approach in other relation extraction tasks. 
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A Detailed Constraints 

In this section, we present detailed constraints on the event types utilized in constructing 

the constraint graph. The temporal co-occurrence frequency of event type pairs is illus-

trated in Table 9. 
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Table 9. Frequency of Event Type Pairs Co-occurrence on Temporal Relations 

Event Type Pair Before After Equal Vague 

Occurrence 

Reporting 

Reporting 

Occurrence 

1395 

277 

99 

1195 

38 

185 

92 

47 

Occurrence,  

I_Action 

I_Action 

Occurrence 

312 

295 

156 

209 

17 

21 

68 

56 

Occurrence 

I_State 

I_State  

Occurrence 

206 

119 

85 

191 

10 

11 

52 

47 

Occurrence 

State 

State  

Occurrence 

115 

168 

133 

100 

15 

19 

36 

50 

Occurrence 

Aspectual 

Aspectual 

Occurrence 

76 

106 

49 

61 

6 

9 

21 

29 

Occurrence 

Perception 

Perception 

Occurrence 

31 

25 

24 

34 

2 

0 

6 

9 

Reporting 

I_Action 

I_Action 

Reporting 

71 

235 

183 

22 

14 

7 

38 

24 

Reporting 

I_State 

I_State 

Reporting 

60 

155 

159 

10 

16 

2 

33 

19 

Reporting 

State 

State 

Reporting 

19 

148 

167 

5 

2 

2 

29 

9 

Reporting 

Aspectual 

Aspectual 

Reporting 

21 

81 

54 

9 

0 

4 

16 

4 

Reporting 

Perception 

Perception 

Reporting 

5 

28 

24 

1 

1 

1 

5 

1 

I_Action 

I_State 

I_State 

I_Action 

28 

30 

25 

19 

3 

3 

9 

11 

I_Action 

State 

State 

I_Action 

23 

47 

32 

10 

0 

1 

10 

3 

I_Action 

Aspectual 

Aspectual 

I_Action 

22 

21 

11 

6 

3 

0 

4 

7 

I_Action 

Perception 

Perception 

I_Action 

3 

5 

3 

1 

0 

0 

0 

1 

I_State 

State 

State 

I_State 

8 

24 

33 

5 

3 

4 

1 

5 

I_State 

Aspectual 

Aspectual 

I_State 

8 

11 

7 

2 

0 

0 

3 

2 

I_State 

Perception 

Perception 

I_State 

6 

2 

0 

1 

2 

0 

2 

1 

State 

Aspectual 

Aspectual 

State 

8 

7 

2 

10 

1 

1 

2 

3 

State 

Perception 

Perception 

State 

1 

3 

4 

4 

2 

0 

1 

1 

Aspectual 

Perception 

Perception 

Aspectual 

3 

1 

0 

1 

0 

0 

0 

0 

 
 


