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Abstract. In the rapidly evolving fintech landscape and the ongoing digital trans-

formation of banking, this study explores the application of a Retrieval Aug-

mented Generation (RAG)-based approach to enhance bank customer service ef-

ficiency and quality. Facing challenges such as complex requirements, personal-

ized solutions, data privacy, and dialogue system intelligence, we implement an 

existing RAG framework using the LangChain toolkit. By integrating vector in-

dexing and similarity searches via FAISS, along with multiple embedding mod-

els for data processing and chunking, our approach efficiently captures and re-

sponds to customer needs. This real-time processing of external information al-

lows the system to tailor responses to the query context, thereby improving re-

sponse accuracy and adaptability. Validation on a real bank customer service da-

taset shows that this implementation outperforms existing techniques, enhancing 

response speed and quality, thereby boosting customer satisfaction and contrib-

uting to fintech innovation. 

Keywords: Retrieval Augmented Generation，LangChain Framework，Customer 

Satisfaction Enhancement，Banking Online. 

1 Introduction 

With the rapid development of financial technology, banking services are 

gradually shifting to online.[1], and customers' demands for banking services are be-

coming increasingly diversified. In order to improve customer satisfaction and reduce 

labour costs, natural language processing technology plays an increasingly important 

role in bank customer service. The current situation and challenges of bank customer 

service With the rapid development of financial technology, banking business has ex-

perienced a shift from traditional counter services to online intelligent services. This 

shift has not only broadened the channels for customer service, but also greatly in-

creased customer expectations for service quality and responsiveness. Natural Lan-

guage Processing (NLP)[2] technology, in this context, has become a key driver of 
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customer service innovation in banking. However, despite significant advances, cur-

rent bank customer service systems still face challenges in understanding complex 

customer needs and providing personalised solutions, especially in terms of data pri-

vacy protection and the level of intelligence of the dialogue system. 

In banking, customers often pose vague questions that mask their true inten-

tions. Recognizing this, we propose a semantic-based approach to better discern and 

address these underlying inquiries. For instance, while a customer might simply ask, 

"Why was my account debited?" their real concern could involve specific transactions 

or account activities. This shift reflects a movement from static to dynamic customer 

demands.[3]Moreover, distinguishing between public domain knowledge (information 

widely available or easily accessible) and private domain knowledge (specific to an 

individual or organization) presents a challenge. For instance, a customer's question 

about their account details might require bank staff to access sensitive information like 

transaction history or account balances, which necessitates careful handling to protect 

privacy. Thus, in addition to automated systems, bank employees may need to consult 

experts to effectively respond to customer queries. 

The swift progress of session- and chat-based language models has markedly 

propelled advancements in artificial intelligence, particularly in large language models 

(LLMs). [4]These models benefit from extensive pre-training on vast datasets and en-

hance their capabilities through reinforcement learning from human feedback. Despite 

their potential, the application of LLMs in the financial sector is limited due to a lack 

of domain-specific knowledge[5] and challenges such as generating misleading infor-

mation and struggling with complex logical reasoning. Moreover, issues like computa-

tional cost and lack of transparency in model workings further complicate their use in 

finance. 

This study introduces a novel Retrieval-Augmented Generation (RAG) [6]ap-

proach tailored for financial customer service, aiming to enhance service quality and 

efficiency. By merging retrieval and generative techniques, this method swiftly and 

accurately pinpoints customer needs. Utilizing the LangChain's JSON loader[7] for em-

bedding expert-curated, specialized banking datasets, and the text_splitter library for 

data processing and chunking, our approach effectively indexes banking data, ensuring 

high relevance and minimal noise.[8] Integration of FAISS for vector indexing and 

similarity searches with various embedding models like piccolo, text2vec, and BGE 

substantially refines the accuracy of retrieval processes. This methodology not only 

mitigates the limitations posed by training data but also adeptly handles external infor-

mation in real-time, adapting responses to specific queries' contexts and enhancing its 

applicability across scenarios. Our research leverages the benefits of the retrieval-en-

hanced generation method to significantly uplift the intelligence of bank customer ser-

vices and contributes positively to the fintech sector's growth. 
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Image 1 Comparison of three methods in responses to a customer's query 

about bank services. 

 (a) ChatGPT, (b) bank manager, and (c) BankCARE shows a different approach to 

answering the question but the help is limited. ChatGPT provides a direct suggestion, 

and the bank manager section details steps to follow Professional training is taking a 

lot of time, whereas BankCARE which matches the query to a knowledge base has a 

comprehensive and helpful response. 

In this work, we show that : 

Specialization in Bank Customer Question Tasks: BankCARE is tailored specifi-

cally to understand and respond to inquiries related to banking customer services. This 

specialization ensures that the model is finely tuned to address the unique terminology 

language and context often encountered in banking-related queries, thereby enhancing 

the accuracy and relevance of its responses in this domain. 

Enhanced Response Speed and Quality: Leveraging advancements in vectorization 

techniques and similarity search algorithms, BankCARE improves both the speed and 

quality of its responses. By efficiently processing and retrieving relevant information 

from its knowledge base, BankCARE can swiftly provide accurate and insightful an-

swers to customer questions, thereby enhancing user satisfaction and minimizing the 

occurrence of illusionary or irrelevant responses. 

2 Relational Work 

2.1 The problem of the large language model 

Google introduced the pre-trained language model BERT[9] in 2018, marking 

a significant advancement in natural language processing (NLP). BERT excels in vari-

ous NLP tasks, propelling a surge in research based on pre-trained models and solidi-

fying the pre-training paradigm in NLP. Although this shift greatly impacted the indus-

try, it didn't fundamentally change how models address specific problems. In 2020, 
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OpenAI released GPT-3[10], which performed impressively in text generation and NLP 

tasks. 

The launch of ChatGPT[11] in November 2022 was particularly noteworthy, 

showcasing the vast potential of large language models. ChatGPT excels in understand-

ing user needs and providing tailored responses. Its versatility extends beyond everyday 

communication to executing complex tasks like article writing and question answering. 

Remarkably, ChatGPT often surpasses task-specific algorithms across various tasks, 

using a single model. This capability is not only a milestone in AI but also significantly 

influences NLP research. 

Howerver,large Language Models may never completely eliminate the "illu-

sion", as Sam Altman puts it: "Illusion and creativity are equivalent". This concept has 

been understood for a long time, just like biological evolution[12], where only unstable 

randomness can lead to diversity, and diversity allows species to evolve. 

In terms of technical principles, the illusion problem stems from a probabilistic 

selection at the output of a large model. The big model will form a probability table 

during training and choose the probability of the next token based on the input's ante-

cedent, which carries a certain amount of randomness. This means that the model does 

not always choose the token that is ranked first in the probability table, but rather 

chooses randomly among a fraction of the higher probabilities. However, this random-

ness can also lead the model to generate inaccurate or generic answers.[13]In addition 

to this, there are some other reasons for large language models to cause phantom prob-

lems, such as overconfidence, lack of reasoning ability, insufficient world knowledge, 

and anthropomorphism. Together, these factors affect the quality and veracity of the 

output of large language models and require further research and improvement to ad-

dress. 

The success of ChatGPT has encouraged more developers to use OpenAI's 

proprietary models or APIs[14] to develop applications based on large language mod-

els. Nonetheless, the invocation of the Big Language Model still requires a lot of custom 

development work, including API integration, interaction logic, and data storage. In 

order to rapidly create end-to-end applications or processes based on the Big Language 

Model, a number of open source projects have been launched by organisations and in-

dividuals since 2022, most notably the LangChain framework[15]}, an open source 

framework designed to simplify the development of Big Language Model applications 

by providing a common interface to a wide range of Big Language Model applications. 

It enables language models to connect with other data sources and allows language 

models to interact with the environment. 

And on top of all that,Lewis introduced the RAG in 2020.Particularly, the 

RAG comprises of an initial retrieval stage[17] in which the LLM searches external 

data sources for pertinent information prior to providing text or answering inquir-

ies.[18] This procedure guarantees that the responses are founded on recovered evi-

dence, which significantly enhances the output's correctness and relevancy. It also pro-

vides information for the process during the next generation phase. The RAG addresses 

the "illusion"[19] of generation by the dynamic retrieval of data from the knowledge 

base during the inference phase. 
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2.2 Benefits and challenges of Large Language Models for the Financial 

Services Industry 

Large Language Models (LLMs) have evolved from mere auxiliary tools to 

central technologies in the financial services sector. Initially focused on tasks like text 

categorization and customer intent recognition, LLM applications now encompass sen-

timent analysis and intricate transaction monitoring. LLMs, leveraging massive da-

tasets, can generate actionable insights for investors making critical stock decisions 

without needing code adjustments once they're trained to identify patterns and predict 

trends.[21] 

In a financial landscape marked by rapid changes and competition from 

fintech and peer-to-peer firms, technology emerges as a crucial differentiator. It enables 

forward-thinking institutions to introduce new services, optimize existing ones, and en-

hance customer acquisition and retention strategies. To capitalize fully on LLMs, fi-

nancial institutions must be at the forefront of digital innovation, utilizing these models 

for complex financial calculations and analysis of unstructured data, thus enhancing 

decision-making processes.[22]The efficiency of LLMs in processing vast volumes of 

data can significantly improve without human intervention, aiding analysts in making 

swift, informed decisions. This capability is especially vital in the competitive banking 

sector, where quick and flexible computing power is essential. Investments in high-

performance cloud technologies and robust processing resources are therefore crucial, 

though there remains scope for improvement in processing speed, cost, and quality.[23] 

While the deployment of LLMs has streamlined operations and introduced 

new financial products, it has also increased the demand for high-quality data annota-

tions, highlighting a limitation in their real-world effectiveness. Furthermore, the finan-

cial language's complexity poses challenges to model accuracy. Nevertheless, the auto-

mation of routine tasks by LLMs enhances productivity and customer satisfaction, sup-

porting organizations in a dynamic, collaborative, and competitive environment. More-

over, with growing regulatory pressures, LLMs can automate data collection for com-

pliance processes, improving the accuracy and speed of decision-making. This not only 

helps organizations meet their compliance obligations but also reduces costs associated 

with fines and litigation while maintaining brand integrity. Thus, continued investment 

in new technologies is essential for financial institutions to adapt to evolving regula-

tions and harness the potential of AI growth. 

3 Method 

3.1 Overview 

This paper proposes a model based on Retrieval Augmented Generation 

(RAG)[24], which includes a retrieval module and a generation module. This research 

employs a langchain-based Retrieval Augmented Generation (RAG) framework spe-

cifically designed for understanding and generating responses to bank customer enquir-

ies.RAG is responsible for generating accurate, context-aware responses by combining 

a large language model with external knowledge retrieval. LangChain facilitates the 
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knowledge base management, text processing, [26]and model integration by providing 

the basic components for the RAG implementation. It allows seamless integration of 

large language models with external data sources, thus enhancing the generation of 

context-aware responses to customer enquiries. 

 

 
Image 2  The model architecture of BankCARE. 

3.2 Data Pre-processing 

The data is the raw material of LLM, which can be in various forms (including 

non -altered and structural data).In this study, the JSON format prepared by the banking 

industry, including customer inquiries and related knowledge bases (such as service 

details, service flow).To cope with the challenges brought by the lengthy text, we use 

the Langchains JSON loader to load.Once the document is successfully loaded, parsed 

and converted into text, the document split process begins.The core activity of this stage 

involves decomposing this article into a managable block. This process is also called 

text splitting or block.This becomes crucial when dealing with a large number of doc-

uments.Considering the context limitations of many LLM (for example, GPT-3.5 ap-

proximately 2048[26]), Given the potential size of the document, the division of text 

becomes essential.The selected text splitting method depends to a large extent on the 

unique nature and requirements of the data.In this study, use Langchain textSplitter[27] 

library to effectively index the content in the vector database to minimize the noise in 

the data to effectively retrieve during the rag process.In addition, effective block strat-

egies are essential to ensure the semantic integrity of the document.By subdivating 

JSON documents into semantic independence blocks, we can promote more accurate 

semantic search and accurately match with bank user needs query. 

Therefore, in this study, we chose a fixed size method. We only need to deter-

mine the number of token in the block, and whether there should be any overlap be-

tween them.We keep some overlap between blocks to ensure that the semantic environ-
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ment between blocks will not be lost.Compared with other forms of blocks, this decom-

position method is more economical and easy to use in computing, which helps reduce 

inaccurate search results due to improper size. 

3.3 Embedding Models and Vector Storage 

Vectorisation is a process of transforming textual data into vector matrices, 

which can have a direct impact on subsequent retrieval. The document is divided into 

parts that make sense on a semantic level and then it is converted into a space of vectors. 

The resultant embeddings are then kept in a vector store. In addition to handling some 

aspects of store and vector management, vector stores are special search databases cre-

ated to facilitate vector search. Intrinsically, a database that enables quick searches for 

comparable vectors is called a vector store. An effective vector store or index to keep 

the changed document chunks and their corresponding IDs is necessary for an RAG 

model to execute productively.The amount of the data and the available processing 

power are two factors that influence the choice of vector storage. Several prominent 

vector stores include FAISS: FAISS is a library created by Facebook AI that is well-

known for maintaining enormous sets of high-dimensional vectors in an efficient man-

ner, as well as for carrying out similarity searches and grouping in a highly dimensional 

environment. It employs progressive Pinecone designed to optimise memory usage and 

query duration: next, various embedding models are utilised to convert textual data into 

vector form and store it in a vector database. models such as piccolo, text2vec, and 

BGE are utilised based on their applicability to banking including proprietary terminol-

ogy and optimisation requirements. These models strike a balance between out-of-the-

box usability and customisation, which is essential to improve the accuracy of our re-

trieval system.[28] 

Following the document splitting process,text blocks are transformed into vec-

tor representations so that semantic similarity may be quickly assessed. Every block 

has been encoded by this "embedding" so that similar blocks are clustered together in 

vector space. Modern artificial intelligence models are not complete without vector em-

beddings. They entail transferring data from intricate, unstructured formats, such as text 

or images, which usually has low dimensions. This vector space allows for productive 

computation and, critically, significant aspects of the raw data are captured by the spa-

tial connections in this space. For example, Embeddings are used to capture semantic 

information in text data. Texts convey analogous meanings, even with a different word-

ing, map to closures in the embedding space. 

Visualization of text embeddings helps intuitively understand semantic rela-

tionships. These embeddings, represented in 2D or 3D spaces, cluster similar words or 

phrases together, showcasing their semantic closeness. Initially, models like Word2Vec 

and GloVe[29] advanced semantic understanding by analyzing term co-occurrences in 

large text corpora. However, the field has evolved to transformer-based models like 

BERT, RoBERTa[30], ELECTRA[31], T5[32], and GPT. These newer models con-

sider entire sentence contexts, enabling richer semantic information gathering and bet-

ter ambiguity resolution. The quality of these context-sensitive embeddings is crucial 

for effectively finding semantically relevant documents and generating accurate, con-

text-appropriate responses. 
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3.4 Retrieval By Similarity Search  

At the core of the RAG framework, we utilise FAISS (Facebook Artificial 

Intelligence Similarity Search)[34] because of its unparalleled efficiency in vector in-

dexing and similarity search.The advanced algorithms of FAISS quickly retrieve the 

IDs of the most relevant documents from our banking knowledge base, which helps to 

narrow the search space by recognizing sections or chunks that may include related 

information. Upon receiving a user query, the system converts the input into a vector 

representation as in the indexing phase. It then calculates the similarity score between 

the query vector and the vectorised blocks in the indexed corpus. The system prioritises 

the retrieval of the top K blocks that are most similar to the query. The search latency 

is greatly reduced while maintaining high accuracy. This integration ensures that our 

RAG system is able to handle the complex demands of bank customer queries, provid-

ing accurate, contextually relevant information by quickly identifying and generating 

responses using the closest vector representation. 

"Similarity Search"[35] identifies documents that are similar to the query 

based on cosine similarity. Vector stores support another type of search, Maximum 

Marginal Relevance (MMR)[36], which ensures that documents are retrieved that are 

not only pertinent to the question, but are also  

various and qualitative, thus removing redundant information and enhancing the variety 

of retrieved results. The Similarity Search method, on the other hand, simply takes se-

mantic similarity into account. A similarity score threshold search strategy was also 

employed in this investigation. Only papers with scores higher than 3 are returned by 

this procedure, which sets a similarity score threshold of 3. When searching for similar 

documents, the "k" parameter is usually used to specify the first "k" documents to be 

retrieved. 

3.5 Optimisation and Evaluation of Answer Generation 

In the final stage in the BankCARE system, the quality of the generator usually 

determines the quality of the final output. It is responsible for converting the retrieved 

information into a coherent and fluent text. Unlike traditional language models, the 

generator improves accuracy and relevance by integrating the retrieved data. In RAG, 

when generating text, the LLM can query this database to retrieve relevant information 

based on the context of the prompt. This retrieved information then serves as additional 

input to the LLM, guiding it to produce more accurate and consistent output. This com-

prehensive input allows the generator to deeply understand the context of the query and 

thus produce more informative and contextually relevant answers.[37] In addition, the 

generator is guided by the retrieved text to ensure that the generated content is con-

sistent with the acquired information. The user query and the selected document are 

synthesised into a coherent prompt for a large language model to make a response. The 

way in which the model responds may vary according to task-specific criteria, either 

allowing it to exploit its inherent knowledge of the parameters or restricting its response 

to the document information provided. In an ongoing dialogue, any existing dialogue 
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history can be integrated into the prompt, allowing the model to effectively engage in 

multiple rounds of dialogue interaction. 

4 Expeiment 

In order to gain a deeper understanding of the impact of the various compo-

nents in the methodology, we conducted an ablation study in terms of model, embed-

ding, and prompt.The evaluation was carried out on the same dataset, including the 

actual customer requirement documents of the bank prepared by the bank experts and 

the test set. For model, we chose chatgpt-3.5, chatglm3, and qwen to retrieve on this 

dataset for generating and reporting measurements of the average similarity of the final 

results to the answers; For embedding, we used word2vec, bge, piccolo’s embedding 

model respectively, and used the same dataset for embedding to measure the text simi-

larity of the retrieved results. For prompt, we used one-sho[39], step-by-step[38], least-

to-most to measure the average similarity between the final result and the answer by 

using different prompts for the retrieved results. This ablation study, with fewer itera-

tions than the main experiment, aimed to control variables within a constrained budget. 

4.1 Ablation Study of Embedding 

In the experiment, FAISS-text2vec, with a context size of 768, achieved a sim-

ilarity score of 0.4465, suggesting its robust performance despite a smaller context size. 

FAISS-bge’s large context size of 8192 correlated with a lower similarity score of 

0.2275, indicating room for optimization.Meanwhile, FAISS-piccolo offered a balance 

with a context size of 1024 and a score of 0.3722. This underscores the 

importance of context size in embedding models and its influence on retrieval quality 

within the RAG framework. 

 

Model Name Context Size Release Data Similarity score 

Faiss-text2vec 768 20/09/2023 0.4465 

Faiss-bge 8192 29/01/2024 0.2275 

Faiss-piccolo 1024 24/10/2022 0.3722 

Table 1 The model architecture of BankCARE. 

 

4.2 Benefits and challenges of Large Language Models for the Financial 

Services Industry 

In our second ablation study, heatmaps provide a visual analysis of outcomes 

from three distinct chatgpt-3.5, qwen, and chatglm3—employed to answer queries us-

ing a singular embedding model and vector database. Despite identical retrieval inputs, 

the resulting generation from each LLM varied, reflecting their unique generative ca-

pabilities. These differences were quantitatively measured against expert-crafted an-

swers, offering a rigorous assessment of each model’s effectiveness. Notably,graph un-

derscore the importance of llm for gengerating answer. 

 



  
 

 
 

   

4.3 Benefits and challenges of Large Language Models for the Financial 

Services Industry 

For further analysis, the ablation study of Prompt is conducted to investigate 

the role of prompt for BankCARE’s quality of response. 

Specifically, for the first test, select one-shot strategies while retaining the other pro-

cess[41], by providing a single comprehensive example, encourage the model to gen-

eralize from that instance to produce an answer in a similar style or structure 

And for the second test, after obtaining the learned relational chunks from 

vector storage, Step-by-step prompts guide the language model through an iterative 

process to enhance the quality of the generated content by focusing on one part of the 

problem at a time. As for the third test, we utilized least-to-most prompts (LTM) 

[42]starting with the simplest components of a problem which is to break down the 

steps of the problem, and gradually building up to the useful for smaller tasks layered 

understanding.  

These three tests are performed on all the benchmark datasets, and the com-

parison results in terms of average similarity score and hot graph with answer docu-

ments written by experts are reported. 

 
 

 

 

 

5 Conclusions 

This study applies a Retrieval-Augmented Generation (RAG) approach, uti-

lizing a LangChain-based framework integrated with FAISS for vector indexing and 
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similarity searches, to meet banking customer service needs. This implementation en-

hances the efficiency and quality of responses to customer queries, showing significant 

improvements in speed and accuracy over existing technologies. Such enhancements 

boost customer satisfaction and contribute to the advancement of financial technology, 

demonstrating the effective adaptation of RAG in banking services. Nevertheless, the 

research encounters limitations due to a constrained dataset size and the high complex-

ity of the model, which may impact the generalizability and scalability of the approach. 

Future work should aim to expand the dataset and optimize the model structure to im-

prove its banking applicability. It will also be important to address inherent challenges 

related to the RAG approach, including its reliance on specific embedding and retrieval 

algorithms and the opaque nature of large models. 
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