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Abstract. Deep neural network-based target detectors cannot sufficiently extract 

effective features for detecting small-size pedestrians. In this letter, we propose 

a deep cascaded network framework for small-size pedestrian detection, which 

contains an Iterative Feature Augmentation module and a Residual Attention Fu-

sion module. Specifically, the Iterative Feature Augmentation module adopts bi-

linear interpolation sampling and channel reshaping in the deep backbone net-

work to achieve feature fusion at different scales. Moreover, we also introduce a 

feature fusion coefficient to select small-size features. The Residual Attention 

Fusion module is constructed by stacking attention modules, and the attention 

modules at different depths produce adaptive changes in perceptual features. 

Each attention module is a bottom-up feedforward structure and features are re-

constructed by residual connection between attention modules. Experiments on 

Tiny Citypersons, Caltech, and Tiny Person challenging datasets show that our 

proposed modules achieve significant gains, with an almost 10% improvement 

in pedestrian average miss rate and precision compared to baseline networks. 

Keywords: Cascaded convolutional neural network (CNN), Pedestrian Detec-

tion, Residual Attention, Image Processing. 

1 Introduction 

Pedestrian detection is critical in real-world applications in advanced driver assistance 

systems, disaster rescue, and video surveillance[1]. Although the current advanced sin-

gle-stage object detection algorithms such as SSD, YOLO series, and two-stage object 

detection algorithm Fast/Faster-RCNN, etc., have achieved the best performance on 

specific scene datasets (such as MS-COCO, ILSVRC).However, small-size pedestrians 

and low-resolution images(As Fig.1 shows) pose great challenges for these applications 

in real-life environments.  

Early pedestrian detection algorithms are based on hand-designed features and clas-

sifiers. Navneet Dalal et al. [2] propose a pedestrian detection algorithm based on HOG 

+ SVM, which has achieved good performance in the field of machine learning. Since 

HOG features are sensitive to noise, P Dollár, et al. [3] propose Integral Channel 
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Features (ICF) and train classifiers with multiple scales by using the cascade strategy 

of AdaBoost classifiers, achieving good accuracy. However, when the target size 

changes on a large scale, the performance of the hand-designed algorithms will be sig-

nificantly declined.  

 

 

Fig. 1. Some small-size pedestrians in Tiny Citypersons, Caltech, and Tiny Person. The mean 

and standard deviation of the average pedestrian size are 18.0 and 17.4 pixels respectively. 

Since deep learning technology has been applied to image[4] and video classifica-

tion[5], researchers have found that features obtained based on deep learning have 

strong hierarchical representation and good robustness. Pedestrian detection methods 

[6]-[12]based on deep learning are emerging. Angelova, A., et al. [13] propose a 

scheme for pedestrian detection using a cascaded convolutional network, drawing on 

the idea of cascading the AdaBoost classifiers, which significantly improves the detec-

tion speed while ensuring detection accuracy. However, the algorithm has not been 

studied for small pedestrian detection. Li, J., et al. [14] analyze the distribution of ob-

jects in the Caltech pedestrian detection database, and propose a method called SA-Fast 

RCNN. Since the features extracted by large and small pedestrians show significant 

differences, the author designs two sub-networks for detection separately, but multiple 

networks add a lot of parameters and inference time to the model. 

In addition to the above methods, feature fusion is widely used in the field of small-

size object detection as an effective method to improve network performance. Y. Liu 

et al. [15] design an encoder architecture combined with convolutional networks to ex-

tract multi-scale features and global context information, and use nested join structures 



3 

to reconstruct fused features, but the fusion of multi-scale and context features brings a 

huge amount of computation. Woo, S., et al. [16] use deconvolution instead of proxim-

ity interpolation in the upsampling module and add a normalization layer and activation 

function after the FPN[17] convolution layer to form an efficient convolution, which 

effectively unifies the multi-scale representation and semantic distribution, but intro-

ducing additional layers brings a large number of parameters. 

 

Fig. 2. An illustration of the first stage and the proposed Iterative Feature Augmentation (IFA) 

module. The whole process can be divided into two parts: deep-to-shallow iteration and feature 

fusion inside IFA. 

Attention mechanism [18]-[20] act as essential parts in detecting small-size targets. 

SENet[21] and DFN[22] enhance special channels by explicit feature selection. 

DANet[23] provides correlation between features by implementing channel attention 

modules and spatial attention modules. 

Based on the analysis of existing methods[24], we propose a new deep cascaded 

network. The proposed network consists of two stages: shallow fusion and reselection. 

In the first stage, the Iterative Feature Augmentation (IFA) module iteratively fuses 

multi-scale features through a feature weight coefficient; in the second stage, the Re-

sidual Attention Fusion (RAF) module learns and fuses features through multiple ran-

dom HEAD to select valid features. The major contributions of this letter are summa-

rized as follows: 

1. For small pedestrian targets, we design an Iterative Feature Augmentation (IFA) 

module with a weight coefficient to iteratively enhance the initial pedestrian fea-

tures and reduce the weight of uncorrelated noise. 

2. We propose a residual attention fusion (RFA) module that superimposes multiple 

attention layers and adds residual connections[25] between layers to focus, screen, 

and fuse  pedestrian features. The two modules are cascaded together to obtain 

valid features for target classification and bounding box prediction. 

3. We conduct experiments on different small-size pedestrian datasets, and the results 

show that the method we design could effectively reduce the miss rate of pedestrian 

detection, and all the results are better than the baseline network. 
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2 Method 

In this section, we will describe our method for small-size pedestrian detection in 

detail. 

 

2.1 Iterative Feature Augmentation  

As illustrated in Fig. 2, we propose the IFA module as a feature extractor to learn the 

initial features of the pedestrian in the first stage, and the whole process can be divided 

into two parts: deep-to-shallow iteration and feature fusion inside IFA. 

For iteration, we select four feature layers of different scales from a fully convolu-

tional neural network. The tensors are output in two forms after being processed by the 

IFA module, one is iteratively fused with the upper tensors as the input of the next IFA, 

and the other is input to the next stage after a 3x3 convolution layer. The process can 

be described mathematically as: 

 

                                               𝑃 = 𝑓(𝐶, 𝑓(𝐶′, 𝑓(𝐶′′, 𝑃′′)))                                               (1) 
 

where 𝑃′′  and 𝐶′ represent top-down features and bottom-up features, respectively, 

which must be consistent in the number of feature channels, 𝐶′′ represents   shallower 

features, and  𝑓 represents the IFA module. 

For feature fusion inside IFA, shallow network has smaller receptive fields and could 

capture more details, which is crucial for detecting small objects; while the deep net-

work has large receptive fields, which will contain too much background noise if de-

tecting small objects. However, the advanced semantic information from deep layers is 

necessary for object detection. 

Therefore, we use the idea of feature fusion of skip connection[25] for reference, 

firstly, the input tensor 𝑃′′ (𝐶 × 𝐻′ × 𝑊′) from deep is sampled by bilinear interpola-

tion to obtain a tensor of size (𝐶 × 𝐻 × 𝑊), and then a weight coefficient 𝜆 is intro-

duced to multiply with the element at each position of 𝑃′′. The tensor 𝐶′ from the mid-

dle layer ( 𝐶′ × 𝐻 × 𝑊 ) is reshaped by the channel to obtain a tensor of size 

(𝐶 × 𝐻 × 𝑊), and finally these two tensors are added by elements to obtain the output 

tensor. The process can be described mathematically as: 

 

                                                𝑃′ = 𝐶′ ⊕ (𝑓(𝑃′′) ⊗ 𝜆)                                                     
(2) 

 

where 𝑃′′ represents the upper layer features, 𝑃′ represents the next layer output fea-

tures, 𝐶′ represents the middle layer features to be processed, 𝜆 represents the feature 

weight coefficient, 𝑓 represents the bilinear interpolation function,  ⊕represents ele-

ment-wise addition, and ⊗ represents dot product.  

Full fusion (𝜆 =1) will introduce additional noise, so 𝜆 ranges from 0 to 1 and this 

process is called shallow fusion. 
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Fig. 3. The overall structure of the Residual Attention Fusion module. 

2.2 Residual Attention Fusion 

As shown in Fig. 3, we propose the Residual Attention Fusion module. By dividing the 

model into multiple heads and forming multiple subspaces, the model can focus on 

different aspects of information. The Multi-Head Attention in the figure above is Scaled 

Dot-Product Attention done multiple times and combined. We extend the ability of the 

model to focus on different locations by using multiple heads of attention, thus giving 

the residual attention model multiple seeds of expression. Specifically, the features 

from the previous stage are fed into the RAF after channel reshaping, and the first At-

tention Block has three inputs: 𝑞, 𝑘, and 𝑣. The values of 𝑞 and 𝑘 are the values of v 

plus the values of positional embedding to calculate the correlation. The process can be 

described mathematically as: 

                                                          𝛼 =
𝑞⸳𝑘

√𝑑𝑘
                                                                      (3) 

where 𝛼 represents the correlation coefficient and 𝑑𝑘 represents the length of 𝑘. 

Then calculate the input of the first Attention Block, express mathematically as: 

                                             𝐼𝑛𝑝𝑢𝑡(𝑞, 𝑘, 𝑣) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(
𝑞⸳𝑘

√𝑑𝑘
)⸳𝑣                                    (4) 

For each Attention Block, we use two residual connections, Layer Norm [26] is 

used after each residual connection to ensure the stability of the feature distribution, 

and Dropout [27] is used after Multi-Head Attention to prevent overfitting. Not only 
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that, but we also add residual connections between Attention Blocks to ensure feature 

validity. Iterative fusion and residual fusion are cascaded together, and the features are 

subjected to class discrimination and bounding box coordinate prediction after passing 

through the linear layer and sigmoid function. 

3 Experiments 

In this section, we first demonstrate the effectiveness of the proposed method by 

showing the ablation studies on different datasets (Tiny Citypersons[28], Caltech, and 

Tiny Person[28]). 

 

3.1 Implementation Details 

Yu et al. [28] propose a scale-matching algorithm to unify the target scale among 

different datasets. Tiny Person is a small-size pedestrian dataset collected in various 

ways. The mean and standard deviation of the target size in the dataset are 18.0 and 

17.4. Tiny Citypersons is a small pedestrian dataset obtained by applying the scale 

matching algorithm to the Citypersons dataset. The pedestrian size in Tiny Citypersons 

dataset is similar to that of Tiny Person. The Caltech dataset is also scaled. 

We use the Pytorch framework to implement the proposed method, where the initial 

learning rate is set to 0.0001 and decays 0.1 per 30 epochs, batch size is 2, cross entropy 

loss is used as optimization. There is no special processing for the original image in 

data augmentation, only horizontal flip and vertical flip are used. We train 100 epochs 

per ablation experiment. 
 

3.2 Ablation Studies 

 

Generally speaking, object detection focuses on AP values. More specifically, it fo-

cuses on aps with different IOU values, such as those with IOU values of 0.75 and 

0.5. Pedestrian detection will also focus on AP, but generally focus on AP when the 

IOU is 0.5. In addition, Miss Rate will be paid attention to separately. MR means that 

the average miss rate of FPPI under 9 points uniformly taken in log space within the 

range of [0.01, 1]. That is, the average miss rate when FPPI is [0.0100, 0.0178, 

0.03160, 0.0562, 0.1000, 0.1778, 0.3162, 0.5623, 1.000] respectively. In general, the 

lower the MR, the better, and the higher the AP, the better. 

3.2.1 Ablation for weight coefficient 𝝀 

We introduce the feature weight coefficient to integrate more small target features 

into the fusion features and reduce the proportion of irrelevant features. To verify the 

validity of 𝝀, we perform ablation experiments at intervals in the IFA module. As can 

be seen from Table 1, when λ=0.3, the average miss rate on Tiny Citypersons can re-

duce to 29.25%, and the average precision can increase to 62.71%. On Caltech, the 
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average miss rate decrease to 45.64%, and the average precision rise to 46.21%. These 

results show that complete feature fusion will cause interference in small target detec-

tion, and the appropriate fusion ratio can improve the detection performance. 

3.2.2 Ablation for Attention Block 

As summarized in Table 2, we try stacking different numbers of Attention Blocks to 

build our network. In our experiment, there is an optimal value(layers=6) for the num-

ber of blocks, and when the number decreases or increases, it does not improve the 

performance of the network. 

Table 1. Studies of Weight Coefficient 𝜆.  𝜆 has a value range of 0-1, and 𝜆 =1 indicates com-

plete fusion 

 
𝜆 

Tiny Citypersons Caltech 

𝑀𝑅50 𝐴𝑃50 𝑀𝑅50 𝐴𝑃50 

0.2 32.17% 59.04% 51.73% 42.93% 

0.3 29.25% 62.71% 45.64% 46.21% 

0.4 32.05% 60.24% 48.51% 44.62% 

0.6 33.55% 59.20% 50.25% 43.68% 

0.8 34.10% 58.41% 50.41% 42.22% 

1.0 35.15% 57.91% 52.18% 41.84% 

 

3.2.3 Ablation for head of the Attention 

The multi-head mechanism of the attention module can learn features from different 

aspects. Abundant features are considered helpful for detecting targets, but it is not 

absolute. We vary the number of heads used for feature learning in the ablation exper-

iment and the results are shown in Table 3. The average miss rate of 8 heads is 4.75% 

lower than that of 4 heads and 4.4% lower than that of 16 heads. The average precision 

of 8 heads is improved by 8.16% and 4.84% compared to 4 heads and 16 heads, respec-

tively. 

Table 2. Studies of Layers of Attention Block. When Layers=6, the model achieves the best 

performance. 

 Tiny Citypersons 
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Layers of Attention 

Block 
𝑀𝑅50 𝐴𝑃50 

4 35.30% 56.25% 

6 29.25% 62.71% 

8 42.39% 55.12% 

 

3.3 Comparing With Other Methods 

We compare our method with other object detection methods on the Tiny Citypersons, 

Caltech, and Tiny Person datasets, respectively. Our experiments are carried out by 

integrating the proposed modules into the Detection Transformer framework, so we 

first conducted experiments with the DETR original model, respectively on Tiny 

Citypersons and Caltech datassets, and obtained corresponding results. 

      Subsequently, in order to prove the effectiveness of our design method, we con-

ducted experiments under unified experimental conditions, and the results obtained 

were summarized in Table 4. It can be seen that on the basis of the original method, on 

the Tiny Citypersons dataset, our designed method reduces the average false detection 

rate by nearly 10 percentage points and increases the average accuracy by 7 percentage 

points under the condition of 50 IOU. In the Caltech dataset, we respectively reduced 

the average false detection rate by 15 percentage points and increased the average ac-

curacy by 1 percentage point. 

Table 3. Studies of Number of Head in the Multi-head Attention Module. When Number=8, 

our method gains 29.25% miss rate and 62.71% average precision. 

 

Number of head 

Tiny Citypersons 

𝑀𝑅50 𝐴𝑃50 

4 34.00% 54.55% 

8 29.25% 62.71% 

16 33.65% 57.87% 

 

Table 5 shows the comparison between our method and Faster-RCNN method. 

Specifically, Faster-RCNN is pre-trained on five different data sets and then tested on 

Tiny Person data set. It can be seen that, although our average accuracy is slightly lower 

than that of the pre-trained Faster-RCNN on the MSM COCO, we can still reduce the 

average miss rate by two percentage points compared with the Faster-RCNN.  

At the end of the paper, we show some experimental results of our model on the 

test set, as shown in Fig.4. It can be seen that our model can still detect pedestrians at 

a high detection rate in different road scenes, even in areas where it is difficult for 

human eyes to recognize whether there are pedestrians, which indicates the effective-

ness of our method. 
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Table 4. Comparing With Baseline Network. Our experiments are carried out by integrating the 

proposed module into the detection transformer framework. 

 

Method 

Tiny Citypersons Caltech 

𝑀𝑅50 𝐴𝑃50 𝑀𝑅50 𝐴𝑃50 

DETR[29] 39.40% 55.08% 50.81% 36.39% 

Ours 29.25% 62.71% 45.64% 46.21% 

 

Table 5. Comparing With Other Methods. Other methods are pre-trained on different datasets 

based on Faster-RCNN. 

 

Method 
Tiny Person 

𝑀𝑅50 𝐴𝑃50 

ImageNet[4] 87.78% 43.55% 

COCO 86.58% 43.38% 

COCO100 87.67% 43.03% 

SM COCO 86.30% 46.77% 

MSM COCO 85.71% 47.29% 

Ours 83.51% 46.68% 

 

4 Conclusion 

In this letter, we propose a deep cascaded network for small-size pedestrian detec-

tion, which contains an Iterative Feature Augmentation module and a Residual Atten-

tion Fusion module. Shallow fusion proves that fusion of multi-scale features with ap-

propriate proportions is helpful to detect small pedestrian targets. Reselection starts 

from the overall feature map and focuses on the areas of interest and the residual con-

nection can help the network converge quickly. Experiment results show that our 

method has better performance on several challenging datasets, and the proposed mod-

ules obtain significant gains in the integration framework without introducing addi-

tional parameters and computation. 
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However, due to the large size of DETR model, its inference speed is greatly limited, 

and multiple attention modules make our model look very heavy. Therefore, in the fu-

ture, we hope to move towards a lightweight model so that it can be used in other areas. 

 

 

Fig. 4. Some detection results for small-size pedestrians in Tiny Citypersons, Caltech, and Tiny 

Person. 
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