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Abstract. Drug discovery is a complex and time-consuming process. Identifying 

drug-target interactions (DTIs) is crucial for early-stage drug development. This 

study introduces a novel model for DTI prediction that leverages protein binding 

sites and self-attention mechanisms. The model achieves high performance in 

DTI prediction and provides interpretability by identifying protein regions inter-

acting with ligands. 
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1 Introduction 

Drug discovery involves identifying drug-target interactions, which is a complex and 

resource-intensive process. Computational methods have been proposed to facilitate 

DTI identification and expedite drug discovery. This study presents a novel architecture 

for DTI prediction using protein binding sites and self-attention mechanisms. 

Drug discovery is a complex and time-consuming process, and despite significant 

investments, success rates remain suboptimal [1]. Proteins are the primary targets of 

drugs and the identification of drug-target interaction (DTI) has become a crucial task 

in early-stage drug development and drug repurposing [2]. Since experimental DTI 

studies are expensive and time-consuming, computational methodologies have been 

proposed to facilitate the identification of putative DTI, thereby expediting the process 

of drug discovery [3]. One of the main methods for virtual screening involves predicting 

potential drugs by screening out drug candidate ligands for receptor proteins of interest 

from large-scale compound ligand libraries using many calculations [4]. Virtual screen-

ing methods can be divided into two categories: receptor-based virtual screening and 

ligand-based virtual screening. Receptor-based virtual screening mainly studies the 

three-dimensional structure of proteins and seeks interactions with small molecule com-

pounds from the three-dimensional structure, making it also known as structure-based 

virtual screening [5]. However, these methods have practical limitations due to their 

heavy reliance on the high-quality three-dimensional structure of proteins and their 

computational expenses and inefficiencies. Ligand-based virtual screening typically be-

gins with ligands and analyzes molecular structure and activity information of known 

inhibitors to summarize structural features that significantly contribute to their binding 
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capacity. This learned knowledge is then used to screen new ligands to find compound 

molecules that meet the requirements. Virtual screening methods often rely on predict-

ing drug-target interactions, which can be understood as a series of continuous values 

that express the intensity of different drug-target interactions. 

With the rapid development of deep learning methods [6], researchers have used 

deep learning models to measure drug-target interactions as binary classification 

tasks[7]. These DTI prediction models have been hugely successful because they can 

automatically capture data depth features, resulting in better models with excellent ca-

pabilities in complex molecular data processing [8]. DTI's deep learning models can be 

divided into two main categories [9]. One type act on processing sequence-based rep-

resentations of input data, such as convolutional neural networks (CNNs) and recurrent 

neural networks (RNNs). In related works, Peng proposed a method based on convolu-

tional neural networks to extract drug and protein features from heterogeneous net-

works, and used convolutional neural network models to predict the interaction between 

drugs and proteins [10]. Karimi proposes a semi-supervised deep learning model that 

unifies recurrent and convolutional neural networks to jointly encode molecular repre-

sentation and predict affinity using unlabeled and labeled data [11]. 

However, these models usually express drugs in the form of strings, and one-dimen-

sional sequences are not a natural way of expressing molecules. Therefore, to compen-

sate for the lack of molecular structure information, a second type of deep learning 

model, the graph neural network (GNN), was introduced, and the use of graph convo-

lutional networks has also proven to be more beneficial for computational drug discov-

ery [12]. GNN uses a graphical description of molecules, where atoms and chemical 

bonds correspond to nodes and edges, respectively [13]. The most commonly used 

GNN-based models today are the graph convolutional neural network (GCNN) [14] 

and the graph attention network (GAT), which is one of the variants of GCNN. Related 

work includes Zhao using the constructed graph convolutional network to learn the 

drug-protein pairs built to improve the prediction accuracy [15]. Zhao proposes a new 

graph convolutional DTI prediction model. Specifically, the first-order neighbor infor-

mation of a node can be aggregated through GCN; The high-order neighbor information 

of the node is learned by the graph embedding method, which improves the accuracy 

of prediction [16]. 

Despite the impressive performance of both CNN-based and graph-based neural net-

work methods in DTI prediction, certain challenges remain unresolved [17]. One sig-

nificant limitation of most deep learning methods is that they employ only a few CNN 

layers, resulting in the compression of all feature information into a small area, which 

may cause the loss of local features of the original data. Moreover, all graph-based 

models are currently represented using the amino acid sequence of the protein, which 

cannot capture the crucial 3D structural features that are essential in DTI prediction.  

Obtaining a high-resolution 3D structure of a protein is a difficult task due to its 

complex nature and large number of atoms, necessitating a massive 3D (sparse) matrix 

to capture the entire structure. This paper proposes a novel approach for predicting DTI 

that leverages the structural features of small molecules and protein binding sites in the 

form of graphs. To preserve the influence of molecular structure on the prediction re-

sults, a transformer model is introduced to extract global features. Moreover, a 
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selfattention Bidirectional Long Short-Term Memory mechanism is employed to iden-

tify the parts of the protein that are most likely to bind to a given drug, thereby enhanc-

ing the model's interpretability 

2 Method 

The proposed framework consists of four main modules. The Data Preparation module 

extracts protein binding sites. The Graph Embedding Learning module generates a 

graph map of protein pockets and ligands using TAGCN to extract global and local 

features. The Feature Extraction module uses a transformer block and a Self-attentive 

BiLSTM block to learn the relationship between ligands and protein binding sites. The 

Prediction module uses a binary classifier for DTI prediction. 

2.1 Framework 

The framework includes a pretreatment module for identifying protein binding sites, a 

graph representation module, a feature extraction module with a transformer block and 

BiLSTM block, and a prediction module for DTI prediction. 

TAGCN is used to generate embeddings from the graph representation, capturing 

both local and global features.The transformer block focuses on global information, 

while the Self-attentive BiLSTM block identifies key contributors to predicted interac-

tions. A two-layer fully connected neural network with a logistic sigmoid function pre-

dicts DTI probabilities. 

Our model was subjected to rigorous evaluation using two widely recognized DTI 

datasets, namely, the DUD-E dataset and the Human dataset. These benchmark datasets 

are commonly used in the field of drug target interaction prediction. The DUD-E dataset 

comprises 102 targets belonging to eight distinct protein families. Each target com-

prises roughly 224 active compounds and more than 10,000 bait molecules. On the 

other hand, the Human dataset was constructed by combining a highly credible and 

reliable set of negative drug-protein samples with known positive samples using sys-

tematic in silico screening methods. The dataset contains 5423 interactions between 

drug and target molecules. Table 1 presents a summary of the key statistics for these 

two datasets. All datasets are publicly available. DUD-E dataset is available at 

http://dude.docking.org, Human dataset is available at https://github.com/IBMInter-

pretableDTIP. 

2.2 Train 

The model was evaluated using the DUD-E dataset and the Human dataset, which are 

standard benchmarks for DTI prediction. 

Proteins are represented as graphs with atoms as nodes and connections as edges. 

Ligands are represented in SMILE format and encoded similarly. 
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Fig. 1. Architecture. 

3 Results 

The model demonstrated superior performance over existing DTI predictive models. It 

achieved high AUC scores, precision, recall, and F1 scores on the Human dataset and 

showed significant enrichment in the DUD-E dataset comparison. The model's im-

proved performance can be attributed to sophisticated input representations, robust fea-

ture extraction mechanisms, and the interpretability provided by the self-attention 

mechanism. The proposed model effectively captures drug-target interactions and pro-

vides interpretability by identifying specific protein binding sites. This approach holds 

promise for accelerating drug discovery processes. 

We posit that the improved performance of our proposed model can be attributed to  

several factors: 

(1) Input representation plays a crucial role in predicting the binding affinity of drug-

target complexes. Utilizing more sophisticated input representations, such as structural 

diagrams, can aid in capturing crucial structural information regarding molecules. 

(2) Feature extraction technique is an important consideration, and transformerbased 

architectures provide a robust automatic feature extraction mechanism that can capture 

high-order nonlinear relationships. Additionally, graph-based neural networks that em-

ploy graphical representations of drugs and proteins can effectively capture the topo-

logical relationships between drug molecules and target proteins, further enhancing the 

performance. 

(3) To more effectively model and interpret the binding relationship of drug-target 

complexes, we introduce a self-attentive BiLSTM with masks. This model not only 

retains past and future information of the sequence input flowing in both directions but 

also explicates the degree of binding of drug-target complexes through the attention 

weight ratio. 
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